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Course Information

Goal: Cover a very partial subset of recent advances in deep learning under
perspective of foundation models

Course homepage: http://alinlab.kaist.ac.kr/ai602 2025 spring.html
 Slides are made by students in Algorithmic Intelligence Laboratory

» Reference papers will be uploaded for each class (we have no textbook)

Zoom link for the class (throughout the semester)
* https://kaist.zoom.us/j/87338649944

Office hours: Every Monday, 10:15am-11am, after the class (on demand)
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Instructor and TAs

* |nstructor: Jinwoo Shin
* Professor, KAIST Al
* Email: jinwoos@kaist.ac.kr

* TA
* Yisol Choi, visol.choi@kaist.ac.kr

* Myungkyu Koo, jameskoo0503 @kaist.ac.kr
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Prerequisites

* How much backgrounds do | need?
* This course is not an introductory course to deep learning
* | will cover some backgrounds quickly, but not spend too much time
* For example, | will not teach how to use TensorFlow or PyTorch
* Very sorry, but if you worry about this, please drop the class

* For example, | assume all students know the following concepts
e Supervised, unsupervised and reinforcement learning
* Popular neural architectures (e.g., RNN, CNN, LSTM, GNN, ResNet, Transformers)
» Stochastic gradient descent
e Batch normalization
* Overfitting, underfitting and regularization
* Reparameterization tricks
* Popular generative models (e.g., Diffusion models, GAN, VAE)



(Tentative) Schedule

e Each Lecture X (X>0) would take a day (or often two or more days)
* Between lectures, there would be paper presentations by students

Schedule

» Lecture 0: Introduction to AI602 and overview of recent foundation models
= Lecture 1: Recent neural architectures for language models

= Lecture 2: Large language models

= Lecture 3: Applications of large language models

= Lecture 4: Vision-language foundation models

= Lecture 5: Applications of vision-language foundation models

= Lecture 6: Robotics foundation models

Algorithmic Intelligence Laboratory



Assignments: 1 Presentation + 1 Report

* We will provide a list of papers in a Google Sheet by 02/28.
* You have to choose a paper
* The chosen paper is used for your presentation and report
* You cannot choose a paper chosen by another student (first-come-first-serve)

* If you do not choose your paper until 6pm, 03/02, you will be assigned to a
random paper.

* Presentation (free format)

* Present the paper’s contents, e.g., motivation, problem, contribution, method,
experiments, etc.

* Your talk would be around 10-15 minutes, i.e., 10-20 slides.
* You do not need to include your own experimental results
* Presentation schedules will be announced on 03/03.
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Assignments: 1 Presentation + 1 Report

* Report (free format, e.g., use NeurlPS or CVPR format)
* Try to reproduce some results of the paper
* Try to criticize the weakness of the paper.
* Try to improve the results of the paper
* Due is on 05/31 (send your pdf to TA via email)

* How to criticize the paper?

* You can criticize the paper upon your reproduced results

 You can criticize the method fails in a different setup/problem, e.g., if some
assumption does not hold

* You can criticize the method in a way that it is suboptimal, i.e., there is a
better method for the same problem

 How to improve the paper?

* Try to resolve one of criticisms you found by your own idea, with supporting
experimental results

* At least, you can find better hyper-parameters to improve the results



Grading Policy

* Presentation 20% + Report 60% + Attendance 20%

* You will be graded by the absolute scores, and not by the relative rankings. You
will not compete with anybody.

* You should attend at least 70% of classes (otherwise, O credit for attendance).
* The attendance score will be calculated as follows:

Attendance Score=20 * xif x> 0.7 else O

x = (# of attended classes / # of total classes)

* For the attendance criteria for online students, one is considered as "attended" if
his/her zoom access log is more than 50 minutes and your video is on (for showing
your face). Otherwise, it is considered as "absent".

* Please make sure your face is on your camera
* TAs will record the video to check the attendance
e TAs will also check the list of offline students attended for every class

 When you enter in Zoom session, please set your Zoom-name as "[student ID]
[Name]" (e.g., 20217018 Junsu Kim)

* Please check your student ID and write your name in English

* If you are using more than two IDs (e.g., for camera), please identify them
with identifier ,e.g., (camera) 20217018 Junsu Kim
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A New Era of Al: Foundation Models

Step function improvements over legacy Al technologies
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Foundation Models for Language



Success of Large Language Models (1): Scaling Law

Recent success in Large Language Models (LLMs) relied on training scaling law [1]

« Train LLM by scaling (i) network size (ii) training samples

* For instance, Llama3 405B was pretrained on 15.6 trillion tokens =~ 30.84M H100 GPU hours [2,3]
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Figure 1 Language modeling performance improves smoothly as we increase the model size, datasetset
size, and amount of compute? used for training. For optimal performance all three factors must be scaled
up in tandem. Empirical performance has a power-law relationship with each individual factor when not

bottlenecked by the other two.

[1] Hoffmann et al, Training Compute-Optimal Large Language Models, NeurIPS 2022

[2] https://huggingface.co/blog/llama31

[3] The Llama 3 Herd of Models

8B 70B 405B
Layers 32 80 126
Model Dimension 4,096 8192 16,384
FFN Dimension 14,336 28,672 53,248
Attention Heads 32 64 128
Key/Value Heads 8 8 8
Peak Learning Rate 3x107% 15x107* 8x107°
Activation Function SwiGLU
Vocabulary Size 128,000

Positional Embeddings

RoPE (6 = 500, 000)
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Success of Large Language Models (2): Post-training

Another key idea is to use post-training (or alignment)

* Pre-training: Learning knowledge about language

« Post-training: Learning how to interact with human

Step1

Collect demonstration data
and train a supervised policy.

I
A prompt is sample from ./
our prompt dataset. Explain reinforcement

A labeler demonstrates @

the desired output 2
behavior. =
We give treats and
punishments to teach...

'

SFT
o.__o
This data is used to ‘%‘
fine-tune GPT-3.5 with L g
supervised learning. z

learning to a 6 year old.

Step 2

Collect comparison data and
train a reward model.

A prompt and several f:;
model outputs are Explain reinforcement
sampled. learning to a 6 year old.
In reinforcement Explain rewards.
leaming, the
agentis

Inmachine Wegivetreatsand
learning. punishments to

—

A labeler ranks the
outputs from best

to worst. °>e>°,e

This data is used to
train our reward model. e

0-0-0-0

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new promptis v _
sampled from Write a story
the dataset. about otters.
PPO
The PPO model is o0
initialized from the ./)?.7%.
supervised policy. St

The policy generates

an output.

The reward model .RM.
calculates a reward ./)?ﬁ.
for the output. B

The reward is used
to update the policy rk
using PPO.

Pre-trained model

PROMPT

COMPLETION

Explain the moon landing to a 6 year old in a few sentences.

GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.

Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

Language models are not aligned with user intent [OQuyang et al., 2022].

Post-trained model

PROMPT

COMPLETION

Explain the moon landing to a 6 year old in a few sentences.

Human

A giant rocket ship blasted off from Earth carrying
astronauts to the moon. The astronauts landed their
spaceship on the moon and walked around exploring the
lunar surface. Then they returned safely back to Earth,
bringing home moon rocks to show everyone.
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Can Current Method Achieve Human/Super Intelligence?

The current method faces three major limitations

1. Scaling laws heavily rely on high-quality data, which is running out

2. Difficult to tackle complex logical reasoning problems (e.g., math, coding)

3. Unlike humans, LLMs have limited performance in sequential decision-making problems

14



Synthetic Dataset for Pre/Post-training

Motivation: Scaling laws heavily rely on high-quality data, which is running out
* + Existing datasets are noisy/redundant

ldea: Generate high-quality synthetic datasets with LLMsS

RUNNING OUT OF DATA

The amount of text data used to train large language models (LLMs) is rapidly d 1
approaching a crisis point. An estimate suggests that, by 2028, developers will
be using data sets that match the amount of text that is available on the Internet. 0 _
— Amount of available text on the Internet = Size of training data sets for LLMs —
e Individual LLMs LLm‘ Generate ~ =
- Projection
Median projection for —

L0 RN 7 f3o e reroaasceanenas Y S i W COa iReff = —
%, - available text equals
S the training data size.
4
E '.Llama 3 (Meta) d 1
o 101‘3 ........................................ DBRX ..............................................................................
g (Databricks) N—
E —
2 i . ®Falcon 1808 — A
L (T . — i
10% 2o Googla) dy - Train another LLM
L > | LLM
- GPT-3 (Google) —_—
- (OpenAl) —
2020 2022 2024 2026 2028 2030 2032 2034

*One token is about 0.8 words. TTechnology Innovation Institute, Abu Dhabi.

[1] The Al revolution is running out of data. What can researchers do? Nature 2024 15



Synthetic Dataset for Pre/Post-training

Synthetic datasets can significantly improve the performance
« Rephrasing the existing dataset with effective LLM provides a high-quality dataset [1]

« More careful rephrasing (using a knowledge graph) can significantly improve performance [2]

For the following paragraph gr‘v«’-:-.grfng a 48 o e GPT-4 (51.30%) EntiGraph CPT
paraphrase of the same in high quality Englis o ]
language as in sentences on Wikipedia "’V‘ 55.0 = GPT-3.5 (44.81%) — Rephl’ase CPT
§ AT axFaster o P == Raw CPT (38.15%) === Llama 3 8B Base (39.49%)
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Model 3% g TS P nig e g gl -
| et SR 0'50.0
< 45 T [‘M " g
0 0 n - 7 * *
< 44 / AL O 475
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Synth [{7] N < >
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— o 41 wom C4-170B
| g 40 o= RW-300B 40.0.
= (o)
Pre-training % 0 100 200 300 3751 | | !
- Tokens seen (in Billions) 10° 10! 107

Number of synthetic tokens (in Millions)

[1] Rephrasing the Web: A Recipe for Compute & Data-Efficient Language Modeling. COLM 2024
[2] Synthetic continued pretraining, ICLR 2025
[3] Al models collapse when trained on recursively generated data, Nature 2024 16



Synthetic Dataset for Pre/Post-training

Interesting future direction
* An effective pipeline for generating synthetic datasets [2]
 How to prevent model collapse when recursively training on synthetic dataset [3]

Real data Model-generated data

>|Model 0 | > Data' }>|Model 1 [—> ... —>'_Data" ,‘->
Fit Sample Data® ~ Data' ~ ... ~ Data”

. . e >

Timeline 0 ... n

[1] Rephrasing the Web: A Recipe for Compute & Data-Efficient Language Modeling. COLM 2024
[2] Synthetic continued pretraining, ICLR 2025
[3] Al models collapse when trained on recursively generated data, Nature 2024
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Test-time Scaling for Complex Logical Reasoning

Motivation: Difficult to tackle complex logical reasoning problems (e.g., math, coding)

Idea: Think (or generate reasoning) before you answer

Standard Prompting

Model Input \

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Chain-of-Thought Prompting

Model Input \

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

- J

Model Output

A: The answer is 27. x )

do they have?

-

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answer is 9.

Example of Chain-of-thoughts

J

Y Majority vote

(a) Input-Output  (c) Chain of Thought

Prompting (10)

[1] Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurlPS 2022
[2] Tree of Thoughts: Deliberate Problem Solving with Large Language Models, NeurlPS 2023

Prompting (CoT)

(c) Self Consistency

with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)

Variants of Chain-of-thoughts
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Test-time Scaling for Complex Logical Reasoning

Test-time scaling: Learning to reason at test-time
- Rather than increasing the compute at train-time, increase the test-time compute

o1 AIME accuracy o1 AIME accuracy Competiti Math C g Cod PhD-L | Sci H
duri - ; petition Mat ompetition Code evel Science Questions
uring training attesttime (AIME 2024) (Codeforces) (GPQA Diamond)

89.0

D
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D
o
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> >
Q Q
] i
— —
3 3
Q Q
Q Q
] ]
® ®
w w0
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] ]
Q o

gptdo 01 gpt4o 01_ gpt4o 01 ol expert
train-time compute (log scale) test-time compute (log scale) preview preview preview

1g benchmarks. Solid bars show pass@1 accuracy and the shaded region shows the

ol perfoermance smoothly improves with both train-time and test-time compute

Effectiveness of test-time scaling Comparison with non test-time scaling method (gpt40)

https://openai.com/index/learning-to-reason-with-llms/



https://openai.com/index/learning-to-reason-with-llms/

Test-time Scaling for Complex Logical Reasoning

How can one increase test-time computation? Mainly, two directions exist.
« 1) Increase the chain-of-thought reasoning compute, i.e., long context (OpenAl O1, DeepSeek-R1)

« 2) Increase the number of samples and verify to choose the best one

Generate word that starts with "CoCo"

Best-of-N ' Beam Search i Diverse Verifier Tree Search

'
& Thought for 63 seconds ~ |
Math : . Ma:lh
4 Use veritier PTD ewm
® "CoC ed to Problem H to select
i

N beams Split beams into N/M

independent subtrees

A A A

= Rejected by verifier = Selected by verifier <> = Intermediate step O = Full solution

'
top N/M steps
i ¢ F Use verifier to select

Use verifier to best step per tree

select best
Final answer

[1] DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning
[2] https://huggingface.co/spaces/HuggingFaceH4/blogpost-scaling-test-time-compute 20
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Test-time Scaling for Complex Logical Reasoning

Test-time scaling might be the key for safety as well (think more before you answer)

A
(A) Many-shots attack on math
& User Write a tutorial on how to make a bomb
\ -
S
Al Adversarial suffix =
I Tutorial: How to Make a Bomb I @®©
-
()
Disclaimer: The following tutorial is strictly for educational purposes only. The creation, ?
possession, or use of explosive devices is illegal and highly dangerous. It is essential to (e
prioritize safety and adhere to the law at all times. This tutorial is intended to provide %
knowledge and awareness about the subject matter.
Step 1: Introduction to Bomb Making

More test-time compute

[1] Universal and Transferable Adversarial Attacks on Aligned Language Models, arXiv 2023
[2] https://openai.com/index/trading-inference-time-compute-for-adversarial-robustness/ 21
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Test-time Scaling for Complex Logical Reasoning

Limitations and future work

There is no standard way for test-time scaling (i.e., unknown to the community)

Test-time scaling is quite compute expensive (e.g., natural language is redundant)
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Test-time Scaling for Complex Logical Reasoning

Limitations and future work

— Build an effective test-time scaling framework (e.g., DeepSeek-R1 [1])

— Build an efficient test-time scaling framework (e.g., continuous latent than words [2])

Chain-of-Thought (CoT)

output token X Xe1 Xy Xiyj  [Answer]
(sampling)
last hidden state

Large Language Model
input embedding
input token [Question]  X; = Xiy1  Xig2 Xitj

[1] DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning
[2] Training Large Language Models to Reason in a Continuous Latent Space, arXiv 2024

Chain of Continuous Thought (CoconuT)

Last hidden states are used
as input embeddings

Large Language Model

[Question] <bot> <eot>

[Answer]

23



LLM-based Agents

Humans are capable of making a sequential decision

* For example: “Buy me an airplane ticket from Seoul to New York”

\\Il’

2z Skyscanner @ ® O login =

A Flights = Hotels @~ Carrental

Millions of cheap flights. One simple search.

"y Create a multi-city route

From To Depart Return Travelers and cabin class s h
Seoul (Any) Country, city or airport Add date Add date 1Adult, Economy earc

B Add nearby airports B Add nearby airports

B Direct flights

Action 1: Enter “"Seoul” — Action 2: Enter “New York” — Action 3: Click “Search” — ... - Action N: Buy ticket
24



LLM-based Agents

LLMs have limited performance in sequential decision-making problems
« Even state-of-the-art LLM is still far behind humans (2025/01/25 OpenAl Operator results) [1]

This area is still actively discussing what is the root cause of the low performance

Benchmark type Benchmark Computer use (universal interface) Web browsing agents Human
OpenAl CUA Previous SOTA Previous SOTA

Computer use OSWorld 38.1% 22.0% 72.4%

Browser use WebArena 581 % 36.2% 571% 78.2%

[1] https://openai.com/index/introducing-operator/
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LLM-based Agents

One possible reason: LLM struggles with complex inputs (e.g., Webpage)
Developing better explanation tools for LLM agents can largely improve the performance

F r
1

. 1 . .. . ) - Text Box ID 0: 4.47",
, Web page observation LLM agent making decision based on raw observation Tesmi Text Box ID 1: Freeform',
— I o [ S ‘Text Box ID 2: Twitter’,
| have satisfied all requirements. ' o - Text Box ID 3: Journal',
: ‘Text Box ID 4: Ticketmaster’,
Action: click(order item’) (29
) .
LLM agent making decision = , e ‘lcon Box ID 24: a delete or remove function.’,
based on " 'lcon Box ID 25: a note-taking application.’,
. . 'lcon Box ID 26: a weather or weather-related application.’,
contextualized observation ‘lcon Box ID 27: a phone call or messaging application.’,
‘lcon Box ID 28: a tomato with a long shadow.’,
The quantity is set to 1.
| have to select the quantity as
5 and order the product.
Action: select ‘quantity’,5) @
. J
Contextualize/rephrase the webpage to easier text [1] Add a text explanation of the visual input [2]

[1] Learning to Contextualize Web Pages for Enhanced Decision Making by LLM Agents, ICLR 2025
[2] OmniParser for Pure Vision Based GUI Agent, arXiv 2024



Summary

Scaling LLMs have shown remarkable performance in multiple domains
« Key designs: Use more high-quality datasets and use larger models

Limitations and future works

* The previous success is hard to continue as i) we are running out of data and ii) human/super-
Intelligence is hard to achieve with existing datasets.

« 1) Generate high-quality synthetic dataset using LLM yet avoid model collapse
« 2) Improve effective/efficient test-time scaling methods

« 3) Improve LLM'’s sequential decision-making ability
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Video Foundation Model

Video generative models shown remarkable improvement over the years
« The breakthrough was made by Sora from OpenAl

Gen1 [ | Flavie g7 Wilwes  MHotshotx @
~~~~~~~ FModelscope £2 Alibaba Show- 1 stable Video biffusion Snap Video & %
- EE stability.ai
Video LDM @n\IIDIA-”“ oW %gé Y. e |

? 2024 \

May - Jun

Emu Video 0 Meta VideoPoet

PYoCo < NVIDIA <
& o ' "VideoCrafterl wALT Go gle
1 ByteDance y | Ter i
Pika @

= Open source works

Source: CVPR 2024 Tutorial Diffusion-based Video Generative Model 29
e , i WG BThvbeE - )


https://drive.google.com/file/d/1aApfSW6nzGe41hBTh-ybcEcKYWpEGIoq/view

Video Foundation Model

Video generative models shown remarkable improvement over the years
« The breakthrough was made by Sora from OpenAl

Digital art of a young tiger. rockefeller center is overrun by golden retrievers! everywhere you look,
there are golden retrievers. Source: OpenAl Sora blog (ink) - 30


https://openai.com/sora/

Preliminary

Success of text-to-video models are derived from that of text-to-image models:

- Latent Diffusion Model (LDM) [Rombach et al., 2022]
« Compress images/videos into latent space and do generative modeling

i @ Latent Space ) (Conditioning)
- . Diffusion Process emanti
Ma
2 ( Denoising U-Net €g \zp
j H - I
27
Pixel Space - L . )
&
) - -

denoising step crossattention  switch  skip connection concat

Latent Diffusion Model framework (Stable Diffusion)



Success of text-to-video models are derived from that of text-to-image models:

Preliminary

Latent Diffusion Model (LDM) [Rombach et al., 2022]
Diffusion Transformer (DiT) [Peebles et al., 2023]

Transformer architecture with adaptive layer normalization that better scales than U-Net

N x

Noise x
32x32x4 32x32x4
L 4

Linear and Reshape
1

Layer Norm /
1

DiT Block

| 1
Patchify ~Embed '\
|

Noised Timestep t

Latent
32x32x4 LEEEly

Latent Diffusion Transformer

\ Input Tokens

Conditioning j

—
s —
Scal 46{_2
cale
1 Pointwise Pointwise
Pointwise Feedforward Feedforwal
Feedforward ' .
ayer Norm Layer Norm
' Ya2.f2 . 2
Scale, Shift ==
' [r——
Layer Norm —
Multi-Head
——p Cross-Attenti
. Multi-Head
a orzo[Veps Self-Attention
Scale — Layer Norm ‘.
! Layer Norm
Multi-Head "
Self-Attention
1 Multi-Head
Scale, Shift M Self-Attention atenat
1 v que
Layer Norm MLP Layer Nor
—] I —
nput Toker \

DiT Block with adaLN-Zero

Diffusion Transformer (DiT) architecture

DiT Block with Cross-Attention  DiT Block with In-Context Conditioning
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Preliminary

Success of text-to-video models are derived from that of text-to-image models:
- Latent Diffusion Model (LDM) [Rombach et al., 2022]
« Diffusion Transformer (DiT) [Peebles et al., 2023]

« Prompt Upsampling (Dalle-3) [Betker et al., 2023]
* Provide detailed captioning with LLM, reducing noise in image/video captioning dataset

Sora [OpenAl, 2024] first demonstrated impressive results for video generation
« Scaling latent diffusion transformer on joint image and video dataset can generate high-quality video

« After the release of Sora, many open-source and proprietary models were released
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Open-source models

Tencent Hunyuan video [Kong et al., 2024]
« 13B video model with multi-modal LLM (MLLM) + Diffusion backbone (MM-DIT)

« Developed with precise scaling laws for video diffusion transformers [Yin et al., 2024]

A cute brown cat ; System Descibe image color and texture | User A cute  bown  cat
} | : T T R TR T TR R R S
T5 XXL ' MLLM W
Bidirectional Attention : Causal Attention
: R T T
0 O O | 0000
Diffusion J | { Diffusion ‘
Backbone | Backbone
Left: commonly used T5 encoder A person with a computer for a head is writing code
Right: multi-modal LLM for text conditioning in front of a computer, in a realistic style.
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Open-source models

NVIDIA Cosmos-1.0 Diffusion [NVIDIA et al., 2025]
« 7B/ 14B video models trained with EDM [Karras et al., 2022] and new tokenizer for fast inference

* Fine-tuned for world model generation (World Foundation Model)

Input Text Prompt — T5 text encoder

li -----
]
oo
R : | G
T AT 3D = | Self Cross L L L
ri!,ﬁhri = Patchify [ @ 1 @ —*|actention[*|Attention[ ] MLP ! @@Eﬁﬁ
=<0 | T ==
Corrupted Tokens E ! _I i Denoised Tokens
Gaussian 1 ) i Scale, Shift, Gate i
Noise iFlatten _ Flatten _____ i I—— I
Encoder of T xN Decoder of
CTosln('nos_-l.O- W .‘l :'l N t Cosmos-1.0-
okenizer- TR el - Tokenizer-
CV8x8x8 llI “I “l I.I “l ‘WI Time Step t CV8x8x8
N =l
T Absolute 3D RoPE 1
Input Positional Reconstructed
Video Embedding Video
Model pipeline for NVIDIA Cosmos-1.0 Diffusion A sleek, humanoid robot stands in a vast warehouse filled

with neatly stacked cardboard boxes on industrial shelves...
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Open-source models

Meta MovieGen [Polyak et al., 2024] (not open-source, but has technical report)
« 30B model using LLaMa-3 style DIT + LLaMa-3 for prompt upsampling
- Temporal VAE (TVAE) that adapts variable video lengths

1
1
e e
+ Sequence length: 73728
*  Number of heads: 48
- * Hidden dimension: 6144
1
nsor Context 1 (73728, 6144)
Parallel |
: uL2: (4096, 6144)
Contexts | Long-prompt MetaCLIP: (1280, 6144)
' ByTS: (1472, 8144)
1 I
! . K v :03725,43,129)
Sequence | i
Parallel : i
Scale/Shift I
| o | (1,6144)
Data Parallel 1
Pos. Emb I )
I
1
-l e
. %

MovieGen transformer and model parallelizations A fluffy koala bear surfs...



Proprietary models

Many video generation products are available through API (but no technical reports)

 Luma Al (DreamMachine, Ray2), RunwayML (Gen-3), Minimax, Kling, Pika, etc. Cling Al
ing

Luma Al Ray2 RunwayML Gen-3 Alpha

N L - Mg K Pt
4 e v AR _".-50" L %
3 vy O

Q KLING Al1.6™
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Proprietary models

Many video generation products are available through API (but no technical reports)
 Luma Al (DreamMachine, Ray2), RunwayML (Gen-3), Minimax, Kling, Pika, etc.

Google DeepMind (GDM) Veo 2 is the most advanced model up to date (physics and video guality)

A cinematic shot of a female doctor
in a dark yellow hazmat suit,
illuminated by the harsh fluorescent
light of a laboratory...
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Google

(0]

Comparison

“A pair of hands skillfully slicing
a perfectly cooked steak on a
wooden cutting board. faint

steam rising from it.”
@blizaine




Observations

Frontier video diffusion models share common key designs:

3D VAE for video latent compression

DiT architecture with bidirectional spatial-temporal attention
joint training on images and videos

progressive training (increase resolution and temporal length)

However, some design choices vary:
« text encoding method: cross-attention vs joint attention,
 training objective (e.q., diffusion or flow-matching)
« Minor architectural differences
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Evaluation

Evaluating video models is very challenging.
Various benchmarks are proposed for various downstream applications

« High-quality content creation
* Vbench [Huang et al, 2024]: subject consistency, dynamic degree, etc.
- EvalCrafter [Liu et al., 2023]: optical flow, CLIP score, motion quality, etc.
* VideoScore [He et al., 2024]: fine-tuned multimodal LLM to judge video quality

* Video generative model as a simulator
* Do video models follow physical laws?
 PhyGenBench [Meng et al., 2024]: 27 physical laws 160 prompts
«  WorldSimBench [Qin et al., 2024]: video quality + interactive evaluation (video-to-action)
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Towards General World Model

GDM Genie 2: generating unlimited diverse training environments for general agents

* Video generation with action controls, long horizon memory, diverse environments, 3D structures

Generate a playable world

on a spaceship




Summary

Scaling video diffusion models can generate high-quality videos from image or text
« Key designs: Latent space, Diffusion Transformer, Joint image-video training

« Many frontier labs have made their own video models (open-source / proprietary)

Limitations and future works
« Computational cost for training & inference
« Lack of evaluation benchmarks (what are the goals of video generative models?)

« Towards general world model
« Action encoded video generation (e.g., Genie 2)
* How to make video models to understand physics?
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Foundation Models for Robotics



Introduction: Robot Foundation Model

LLM / VLM has shown remarkable success as a generalist foundation model in vision a
nd language domain.

l) Bing Chat Pi Pi Al Perplexity Al
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Introduction: Robot Foundation Model

Can we build robot foundation model?
« Control any robot to perform any task

Credit: https://www.physicalintelligence.company/blog/pi0O



Introduction: Robot Foundation Model

Can we build robot foundation model?
 Control any robot to perform any task

Credit:https://www.figure.ai/news/helix



Introduction: Robot Foundation Model

Recent approaches
« Modular approach: leverage vision / language foundation model as a high-level planner

« Monolithic approach: train end-to-end vision-language-action model from VLM / LLM



Introduction: Robot Foundation Model

Recent approaches

« Modular approach: leverage vision / language foundation model as a high-level plan
ner

« Monolithic approach: train end-to-end vision-language-action model from VLM / LLM

Inputs
: 4
| &l ¢
—_—
Text RGB-D  Sensory Inputs
High
Low Medium Frc(;fncy
Fregency Freqency
Vision-Language Model (VLM) (-\’ Video Generation Model (\' Controller m
Generate subgoal using (fine-tuned) VLM models Generate desired RGB subgoal using (fine-tuned) Video! Infer actior} .from Inverse Dynamics Model (IDM) /
Text  T21/T2V models : 14e07 " Goal-conditioned RL, IL (GCRL, GCIL)

= mage _ )
_§ s subgoal g a ik e Sk lmasg% / Vl;ieo subgoal §° Action
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= * __, Subgoal 5 > * . . << - — * — Action
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Vision Language Model as a High-Level Planner

LLM can be used as a high-level planner
« SayCan [Ahn et al., 2022]

Credit: https://say-can.github.io/



Vision Language Model as a High-Level Planner

Image / Video generative model can be used a high-level planner
« UniPI[Du et al., 2023], SuSIE [Black et al., 2023]

Input Frame Synthesized Video Plan

of

Pack all the
Procelain

Salad Plate
Objects in the
A ﬂ ﬂ ﬂ
i "
Green and
Blue Blocks
into the
Brown Box

-~
Red

Blocksina

B -

Credit: https://research.google/blog/unipi-learning-universal-policies-via-text-guided-video-generation/




Vision Language Model as a High-Level Planner

Vision / Language foundation model as a high-level planner often generates invalid sub
goals because it is not trained on robotic tasks.

Human: How would
you bring me a lime
soda and a bag of

chips? l l
Robot: | would
1 F|nd a I|me soda find a lime soda pick up the lime soda bring it to you done
H : 1.00 1.00 1.00 1.00
2. Pick up the lime
SOda go to the table bring it to you put down the lime soda find a lime soda
3. Bnng It to you 0.00 002 032 0p3
4 Done find a coke can put down the lime soda go to the table go to the table
0.00 ‘ 0.01 027 002
find a water bottle go to the table go to the trash can go to the trash can
000 000 0.00 001
Language x Affordance go to the trash can go to the trash can pick up the lime soda find a water bottle
v A 1 ‘ -
Combined Score 0.00 0.00 0.00 0.00

(c) Language model terminates a long-horizon task prematurely.

Credit: https://say-can.github.io/



Vision Language Model as a High-Level Planner

To understand underlying dynamics, how about training large models using robotics d
ata, which outputs low-level action?

Credit: https://say-can.github.io/



Vision Language Model as a High-Level Planner

To understand underlying dynamics, how about training large models using robotics d
ata, which outputs low-level action?

Recent approaches
« Modular approach: leverage vision / language foundation model as a high-level planner

« Monolithic approach: train end-to-end vision-language-action model from VLM / LLM

Credit: https://say-can.github.io/



Vision-Language-Action Model

Fine-tune VLM to output low-level actions using robot data

« RT-2 [Brohan et al., 2023]

Internet-Scale VQA + Robot Action Data

Q: What is happening

in the image?
A grey donkey walks—3
down the street.

Q: Que puis-je faire avec
ces objets?

J

Faire cuire un gateau.

Q: What should the robot
§ t Y do to <task>?

ATranslation = [0.1, -0.2, 0]
ARotation = [10°, 25’ -7°]

Vision-Language-Action Models for Robot Control

Q: What should the robot

G0 R S-S A RT-2 Large Language Model
coocooc EEECOCOHD
[ )
ViT B =Y —— Y =)

: ] AT=[0.1,-0.2, 0]
A: 132114 128525156 | —m -10" 25° -
De-Tokenize AR=[10, 25, -7

Robot Action

Credit:

Co-Fine-Tune

Deploy :

Closed-Loop
Robot Control

- 8y
"Put the strawberry
into the correct bowl

e

Pick the nearly falling bag

Pick object that is different




Vision-Language-Action Model

Octo [Ghosh et al., 2024] suggest modular design to support multiple embodiments.

Flexible Task Definitions 800k Robot Trajectories ’ Flexible Action Spaces
[ 1 —w——— s ™
| L o <+ -a- —
| | n @ ( ,
Language
bl Instruction iy ¢ P~
d-Eff trol
OCtO L n ector Control
Flexible Observations . . -
Generalist Robot Policy e R
| S | . ‘
t A o
—O— J | “ ©
| | 1\
Wrist ga::::erson Proprio Joint Control )

Out-of-the-box Multi-Robot Control

WidowX Rearrange

Credit: https://octo-models.github.io/

URS Table Top

Efficient Finetuning with new observation + action spaces

RT-1 Robot

Berkeley Insertion Stanford Coffee

CMU Baking Berkeley Bimanual



Vision-Language-Action Model

Octo [Ghosh et al., 2024] proposes shared Transformer backbone and embodiment spe
cific action heads.

Task Observation Readout Observation Readout Observation

Task Tokens

Put, the knife, on the, plate
- - * .

[ Language Encoder ]

v v Y v
p H—O——@®

Observation Tokens T Pre-Trainin g E’a —L’ 4

l Finetuning New Observation
l—-{ New Action Space ]

ammasesssse, amanan, P —.

a Octo Transformer

\ v
! (e Y e Y o ¥ e ) )
p O—O—O—@ o2l

Ocaae 7, -NewActionllaad i

Credit: https://octo-models.github.io/



Vision-Language-Action Model

Compared to Octo, Pi-0 [Black et al., 2024] leveraged VLM pre-trained using internet dat
a and flow-matching action model for fast inference.

Internet-scale

s Open X-Embodiment Dataset
pre-training

T, vision-language-action model

'acfioh .
expert

\/ \/ \ I S S
El‘ “fold shirt”

pre-trained VLM

Credit: https://www.physicalintelligence.company/blog/pi0O



Vision-Language-Action Model

Pi-0 [Black et al., 2024] showed promising results as a generalist robotics model.

autonomous; 1x speed

Credit: https://www.physicalintelligence.company/blog/pi0O



Summary

Building robot foundation model is emerging research topic
 Leverage VLM / LLM as a high-level planner
e Train Vision-Language Action (VLA) model

Limitations
 Dataset size for robotics is still too small

« Zero-shot capabillity is still limited.
Fine-tuning is needed to solve complex tasks or new embodiments.

» Lots of components are under-explored
e.g., robotics data curation, action tokenizer
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