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Impact of ChatGPT
• ChatGPT sets record for fastest-growing user-base service

• 5 days for 1M users and 2 months for 100M users, respectively

Introduction
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Algorithmic Intelligence Lab

Impact of ChatGPT
• ChatGPT sets record for fastest-growing user-base service
• ChatGPT can generate realistic texts for complex domains

• E.g., New York City School bans ChatGPT amid cheating worries
• E.g., Discussions to use ChatGPT to write academic papers and lists on the authors 

Introduction
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Impact of ChatGPT
• ChatGPT sets record for fastest-growing user-base service
• ChatGPT can generate realistic texts for complex domains
• ChatGPT can serve as a new effective search engine

• Microsoft announces that ChatGPT will be incorporated on Bing
• Google release Bard, google’s generative search engine, similar to ChatGPT

Introduction

So, what is ChatGPT?
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What is ChatGPT?
• Ask to ChatGPT itself

Introduction
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What is ChatGPT?
• ChatGPT is a language model that uses a deep neural network architecture called a 

transformer, which allows the model to take into account the full context of the 
input text. It is trained on a large corpus of text data and can generate text by 
predicting the probability distribution over the next token in a sequence.

• (Wikipedia) ChatGPT (Chat Generative Pre-trained Transformer) is a chatbot
developed by OpenAI and launched in November 2022. It is built on top of 
OpenAI's GPT-3 family of large language models and has been fine-tuned using 
both supervised and reinforcement learning techniques.

Introduction
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Foundation models? 
• Large machine learning (ML) model trained on a vast quantity of data at scale
• It can be adapted to a wide range of downstream tasks

Foundation models for language? 
• Large language models (LLMs) have above characteristics

• Hence, for language, one can consider foundation models ≈ LLMs
• E.g., both GPT-3 & ChatGPT are foundation models for language 

• While ChatGPT is a fine-tuned from GPT-3 

Introduction
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1. Preliminary
• Important properties of large language models
• Large language models beyond GPT-3 

2. Building Blocks of Large Language Models  
• Prompt-tuning
• Alignment with human values and intendment
• Retrieval augmentation 

3. Recent Advances of Large Language Models 
• Tool use
• Self improvement 
• AI agents 

Overview
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• GPT-3: Language Models are Few-shot Learners [Brown et al., 2020]

• First very large language models (1B → 175B parameters)
• With this scale-up, new capability of LMs suddenly emerges
• E.g., it can adapt to new tasks via in-context learning without fine-tuning

• In-context learning (i.e., prompting); adapting to task from examples with some context 

(Recap) GPT-3: Language Models are Few-shot Learners

GPT-2

GPT-3
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• Property #1: Scaling Laws [Kaplan et al., 2020]

• Model size, dataset size, amount compute ↑⟹ Better language modeling
• More interestingly, test loss can be predicted using a power-low

(𝑁: # of parameters, 𝐷: dataset size, 𝐶!"#: computed budget) 

• From these laws, the optimal policy to train foundation model could be inferred 
(𝑁: # of parameters, 𝐵: batch size, 𝑆: number of steps) 

Important Property of Large Language Models
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• Property #2: In-context Learning (i.e., prompting) [Kaplan et al., 2020]

• Adapting to task with few examples with some context
• E.g., Task description + examples (input & output) + target input

• In-context learning is a unique capability of Foundation models (not small LM)

Important Property of Large Language Models
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• Property #3: Emergent Abilities [Wei et al., 2022]

• Like in-context learning, some abilities are suddenly emerged
• E.g., few-shot prompting performance is significantly enlarged after certain scale 

Important Property of Large Language Models
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• Gopher [Rae et al., 2022]

• 280 billion parameters: 80 Transformer layers with 16,384 hidden dimensions
• Model modification: (1) RMSNorm and (2) relative positional encoding

• RMSNorm [Zhang et al., 2019] removes unnecessary scaling term in LayerNorm

• Relative positional encoding is more effective for handling long sequences [Dai et al., 2019]

Large Language Models beyond GPT-3 : Gopher

RMSNorm:

LayerNorm:

Relative Effective Context Length
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• Gopher [Rae et al., 2022]

• Pre-training on new large text dataset: MassiveText
• Number of tokens in datasets:  2350 B (Gopher) vs 333.7 B (MT-NLG)

• Sampling portion affect to performance → Gopher is much effective on Books like tasks

Large Language Models beyond GPT-3 : Gopher
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• Gopher [Rae et al., 2022]

• Pre-training on new large text dataset: MassiveText
• Overall, Gopher outperforms the existing SOTA LMs

• Performance improvement compared to the best among {GPT-3, Jurrasic-1, MT-NLG}
• Gopher improves the performance across 100 / 124 tasks 

Large Language Models beyond GPT-3 : Gopher

Results on reading comprehension tasks
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• Chinchilla [Hoffmann et al., 2022]

• Motivation: current large language models are significantly undertrained
• Due to recent focus on scaling LMs whilst keeping the amount of training data constant 
→ But, performance also critically depends on number of trained tokens [Kaplan et al., 2020]

• Q. Given a FLOPs budget, how should one trade-off model size and the number of tokens?

Large Language Models beyond GPT-3 : Chinchilla
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• Chinchilla [Hoffmann et al., 2022]

• Motivation: current large language models are significantly undertrained
• Multiple approaches reveal new optimal parameter/training tokens trade-off

• Approach 1. Fix model sizes and vary number of training tokens

• Approach 2. IsoFLOP profiles (i.e., same FLOP by varying the trade-off)
• Approach 3. Fitting a parametric loss function (with multiple models on different trade-off)

Large Language Models beyond GPT-3 : Chinchilla
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• Chinchilla [Hoffmann et al., 2022]

• Motivation: current large language models are significantly undertrained
• Multiple approaches reveal new optimal parameter/training tokens trade-off

• Previous LLMs follow the previous optimal trade-off 
• Chinchilla follows new optimal by reducing the model size while increasing training tokens

(to keep same total FLOPs) 

Large Language Models beyond GPT-3 : Chinchilla

19



Algorithmic Intelligence Lab

• Chinchilla [Hoffmann et al., 2022]

• Chinchilla significantly outperforms the previous LLMs
• Results on MMLU [Hendrycks et al., 2020] (Massive Multitask Language Understanding)

• MMLU consists of 57 different tasks 
• 7.6% average improvement → (vs Gopher) 51 wins, 2 ties, 4 loses on 57 tasks 

Large Language Models beyond GPT-3 : Chinchilla
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• Chinchilla [Hoffmann et al., 2022]

• Chinchilla significantly outperforms the previous LLMs
• Results on BIG-bench [Rae et al., 2021]

• BIG-bench consists of 62 different tasks 
• 10.7% average improvement → (vs Gopher) 57 wins, 1tie, 4 loses on 62 tasks 

Large Language Models beyond GPT-3 : Chinchilla

21



Algorithmic Intelligence Lab

• PaLM (Pathways Language Model) [Chowdhery et al., 2022]

• Pathways: Distributed learning system of google with TPU [Barham et al., 2022]

• Make it possible to efficiently train tremendous parameters with many TPUs (6144 TPUs)
• 540B parameters (largest): 118 Transformer layers with 18,432 hidden dimensions

• Largest Transformer-based language model in the world

• 780B training tokens: smaller than Chinchilla, but 4x larger FLOPs in total

Large Language Models beyond GPT-3 : PaLM
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• PaLM (Pathways Language Model) [Chowdhery et al., 2022]

• PaLM shows the better performance compared to previous LLMs 
• Hence, it is now used as a standard in google (e.g., PaLM is backbone of BARD) 

• Results on MMLU

• Results on BIG-Bench

Large Language Models beyond GPT-3 : PaLM
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• LLaMA (Large Language model Meta AI) [Touvron et al., 2023]

• Open foundation LMs by MetaAI under similar approach with Chinchilla
• Namely, smaller model sizes (7B to 65B) with larger training tokens (1.4T)
• With some architectural modification based on previous works (from GPT-3, PaLM)
• But, different to previous LLMs, LLaMA is built on publicly available data only (open-source)

Large Language Models beyond GPT-3 : LLaMA
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• LLaMA (Large Language model Meta AI) [Touvron et al., 2023]

• Open foundation LMs by MetaAI under similar approach with Chinchilla
• Namely, smaller model sizes (7B to 65B) with larger training tokens (1.4T)
• With some architectural modification based on previous works (from GPT-3, PaLM)
• But, different to previous LLMs, LLaMA is built on publicly available data only (open-source)

• Comparable performance to Chinchilla
• Better performance on 1) zero-shot common sense reasoning and 2) question & answering

Large Language Models beyond GPT-3 : LLaMA
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• LLaMA (Large Language model Meta AI) [Touvron et al., 2023]

• Open foundation LMs by MetaAI under similar approach with Chinchilla
• Namely, smaller model sizes (7B to 65B) with larger training tokens (1.4T)
• With some architectural modification based on previous works (from GPT-3, PaLM)
• But, different to previous LLMs, LLaMA is built on publicly available data only (open-source)

• Comparable performance to Chinchilla
• Better performance on 1) zero-shot common sense reasoning and 2) question & answering
• Worse performance on popular benchmark in LLMs (MMLU)

Large Language Models beyond GPT-3 : LLaMA
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• LLaMA 2 [Touvron et al., 2023]

• Current state-of-the-art open-source foundation LMs
• With simple fine-tuning, it is widely utilized by research community (e.g., Korean LLM) 

• Updated: more pre-training data, 2x context length, grouped-query attention 
• Consequently, it shows the improved performance compared to LLaMA

Large Language Models beyond GPT-3 : LLaMA 2
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1. Preliminary
• Important properties of large language models
• Large language models beyond GPT-3 

2. Building Blocks of Large Language Models  
• Prompt-tuning
• Alignment with human values and intendment
• Retrieval augmentation 

3. Recent Advances of Large Language Models 
• Tool use
• Self improvement 
• AI agents 

Overview
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Some limitations of foundational language models 
• Sensitivity to input prompt

• E.g., Majority label and recency bias with GPT-3 [Zhao et al., 2021]

Building Blocks of Large Language Models
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Some limitations of foundational language models 
• Sensitivity to input prompt

• E.g., Majority label and recency bias with GPT-3 [Zhao et al., 2021]

• Mis-alignment with human values/intention 
• E.g., GPT-3 can generate untruthful, toxic, or simply not helpful outputs [Ouyang et al., 2022]

Building Blocks of Large Language Models
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Some limitations of foundational language models 
• Sensitivity to input prompt

• E.g., Majority label and recency bias with GPT-3 [Zhao et al., 2021]

• Mis-alignment with human values/intention 
• E.g., GPT-3 can generate untruthful, toxic, or simply not helpful outputs [Ouyang et al., 2022]

• Hallucination/Difficulty to incorporate up-to-date knowledge
• Hallucination; non-factual but seemingly plausible generation
• Since they are trained on the fixed training dataset

Building Blocks of Large Language Models
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Some limitations of foundational language models 
• Sensitivity to input prompt → Prompt tuning

• E.g., Majority label and recency bias with GPT-3 [Zhao et al., 2021]

• Mis-alignment with human values/intention → Alignment
• E.g., GPT-3 can generate untruthful, toxic, or simply not helpful outputs [Ouyang et al., 2022]

• Hallucination/Difficulty to incorporate up-to-date knowledge → Retrieval augment
• Hallucination; non-factual but seemingly plausible generation
• Since they are trained on the fixed training dataset

Building Blocks of Large Language Models
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• Calibrate before use [Zhao et al., 2021]

• Recap. In-context learning with few-examples: sentiment classification

• Problem. Performance significantly varies with different input prompt
• Even with a simple change of order and distribution of few-shot examples

Building Blocks of Large Language Models: Prompt-tuning
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• Calibrate before use [Zhao et al., 2021]

• Specifically, authors identify three different biases of GPT-3
1. Majority Label Bias; frequent in prompt → higher probability of answer

• Remark. Test sample (i.e., target problem) is not changed

Building Blocks of Large Language Models: Prompt-tuning
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• Calibrate before use [Zhao et al., 2021]

• Specifically, authors identify three different biases of GPT-3
1. Majority Label Bias; frequent in prompt → higher probability of answer
2. Recency (Order) Bias; close to target problem (end) → higher probability of answer

Building Blocks of Large Language Models: Prompt-tuning

35
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• Calibrate before use [Zhao et al., 2021]

• Specifically, authors identify three different biases of GPT-3
1. Majority Label Bias; frequent in prompt → higher probability of answer
2. Recency (Order) Bias; close to target problem (end) → higher probability of answer
3. Common Token Bias; more trained token → higher probability of answer

• E.g., high prob for common entities such as “America” when answer is instead a rare entity
• E.g., higher probability of “positive” rather than “negative” for sentiment classification

(red: negative sentence, green: positive sentence)

Building Blocks of Large Language Models: Prompt-tuning

36



Algorithmic Intelligence Lab

• Calibrate before use [Zhao et al., 2021]

• Key idea: estimate model’s bias by feeding a content-free input
• Here, GPT-3 would score this test input as 50% positive and 50% negative ideally
• But, model’s bias cause it to score this input as 61.8% positive 

• Then, for test input, dividing its output with the content-free’s one
• E.g., original output [p1, p2] is modified to [p1 / 0.618, p2 / 0.382] in above example 
• Three content-free inputs are explored: “N/A”, “MASK”, “” (empty string)

Building Blocks of Large Language Models: Prompt-tuning
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• Calibrate before use [Zhao et al., 2021]: Experiments
• This simple method significantly improves both performance and stability of GPT-3

Building Blocks of Large Language Models: Prompt-tuning
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• Chain-of-Thought (CoT) [Wei et al., 2022]

• CoT incorporates an intermediate reasoning step in both training/predictions
• Namely, additionally gathering reasoning part of training samples

• Prediction process could be decomposed into 1) reasoning and 2) answering
• Reasoning: Given examples and target input, generating chain-of-thoughts (CoT) 

about the target input 
• Answering: Conditioned on examples, target input and CoT, generating answer sentence

Building Blocks of Large Language Models: Prompt-tuning
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• Chain-of-Thought (CoT) [Wei et al., 2022]

• CoT incorporates an intermediate reasoning step in both training/predictions
• Results 

• PaLM is the largest LM by Google similar to GPT-3
• e.g., Significant improvement on Grade-school Math Problems (GSM8K)

Building Blocks of Large Language Models: Prompt-tuning
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• Chain-of-Thought (CoT) [Wei et al., 2022]

• CoT incorporates an intermediate reasoning step in both training/predictions
• Results 

• PaLM is the largest LM by Google similar to GPT-3
• e.g., Significant improvement on Grade-school Math Problems (GSM8K)
• e.g., Better generalization on task

Building Blocks of Large Language Models: Prompt-tuning

41



Algorithmic Intelligence Lab

• Chain-of-Thought (CoT) [Wei et al., 2022]

• CoT incorporates an intermediate reasoning step in both examples/predictions
• Prediction process could be decomposed into 1) reasoning and 2) answering

• Reasoning: Given examples and target input, generating chain-of-thoughts (CoT) 
about the target input 

• Answering: Conditioned on examples, target input and CoT, generating answer sentence

Building Blocks of Large Language Models: Prompt-tuning
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• Chain-of-Thought (CoT) [Wei et al., 2022]
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• Chain-of-Thought (CoT) [Wei et al., 2022]

• CoT incorporates an intermediate reasoning step in both examples/predictions
• Results 

• PaLM is the largest LM by Google similar to GPT-3
• e.g., Significant improvement on Grade-school Math Problems (GSM8K)
• e.g., Better generalization on task

Building Blocks of Large Language Models: Prompt-tuning
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• Self-consistency (SC) [Wang et al., 2022]

• New decoding strategy to replace the greedy decoding strategy used in CoT
• 1) Multiple answering by sampling different CoTs → 2) Aggregating answers

Building Blocks of Large Language Models: Prompt-tuning
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• Self-consistency (SC) [Wang et al., 2022]

• New decoding strategy to replace the greedy decoding strategy used in CoT
• It is a simple modification, but significantly effective on many tasks for CoT

• Arithmetic reasoning  

Building Blocks of Large Language Models: Prompt-tuning
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• Self-consistency (SC) [Wang et al., 2022]

• New decoding strategy to replace the greedy decoding strategy used in CoT
• It is a simple modification, but significantly effective on many tasks for CoT

• Arithmetic reasoning  
• Commonsense and symbolic reasoning

Building Blocks of Large Language Models: Prompt-tuning
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• CoT incorporates an intermediate reasoning step in examples
• However, collecting step-by-step answer examples might be costly
• Q. Can we substitute the role of these examples with language instruction? 

Building Blocks of Large Language Models: Prompt-tuning
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• CoT incorporates an intermediate reasoning step in examples
• However, collecting step-by-step answer examples might be costly
• Q. Can we substitute the role of these examples with language instruction?

• A. Yes [Kozima et al., 2022] 

Building Blocks of Large Language Models: Prompt-tuning
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• Zero-shot CoT [Kojima et al., 2022]: Two-stage prompting
1. Reasoning extraction: “Q: [X]. A: [T]” (prompt) → [Z]

• [X]: input, [T]: hand-crafted trigger sentence (“Let’s think step by step”), [Z]: generated 
sentence (CoT) 

2. Answer extraction: “Q: [X]. A: [T] [Z] [T’]” → [Z’]
• [T’]: trigger sentence to extract answer (“Therefore, the answer is”), [Z’]: generated 

answer

Building Blocks of Large Language Models: Prompt-tuning
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• Zero-shot CoT [Kojima et al., 2022]: Experimental results
• Zero-shot reasoning (emergent abilities) 

Building Blocks of Large Language Models: Prompt-tuning
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• Zero-shot CoT [Kojima et al., 2022]: Experimental results
• Zero-shot reasoning (emergent abilities) 
• Ablation study w.r.t different trigger sentence for generating CoT

Building Blocks of Large Language Models: Prompt-tuning
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• Zero-shot CoT [Kojima et al., 2022]: Experimental results
• Zero-shot reasoning (emergent abilities) 
• Ablation study w.r.t different trigger sentence for generating CoT
• Component-wise improvement

Building Blocks of Large Language Models: Prompt-tuning
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• Although language modeling is an effective training scheme with unlabeled text 
data, there are remained limitations

• Zero-shot performance is much worsen that Few-shot performance
• Multi-task generalization via LM is indirectly obtained → Suboptimality
• Also, LLMs can produce undesirable outputs, e.g., socially harmful (abuse/bias)

Building Blocks of Foundational Language Models: Alignment

Results on three open-domain QA tasks [Brown et al., 2020]

argmax
✓

log p(x) =
X

n

p✓(xn|x1, . . . , xn�1)
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• FLAN [Wei et al., 2022]

• Intuition: NLP tasks can be described via natural language instructions
• E.g., “Is the sentiment of this movie review positive or negative?”
• It offers a natural and intuitive way for adapting LM to any task 

• Method: fine-tuning LMs (e.g., GPT-3) with instructions instead of prompts
• Remark. Very similar approach is also proposed by other group: T0 [Sanh et al., 2022]

Building Blocks of Foundational Language Models: Alignment
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• FLAN [Wei et al., 2022]

• Intuition: NLP tasks can be described via natural language instructions
• E.g., “Is the sentiment of this movie review positive or negative?”
• It offers a natural and intuitive way for adapting LM to any task 

• Method: fine-tuning LMs (e.g., GPT-3) with instructions instead of prompts
• To increase the diversity, multiple instructions are constructed for each task
• Model output is given as text → each class is mapped to corresponding text

Building Blocks of Foundational Language Models: Alignment

Different instructions (i.e., templates) for given example in NLI task
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• FLAN [Wei et al., 2022]

• Method: fine-tuning with instructions instead of prompts, i.e., instruction-tuning
• For multi-task generalization, LM is trained with many tasks simultaneously

• There might be an implicit learning with similar task
• To truly measure unseen generalization, relevant tasks are removed when it’s evaluated
• E.g., measure zero-shot on ANLI → remove other 6 NLI datasets for fine-tuning

Building Blocks of Foundational Language Models: Alignment
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• FLAN [Wei et al., 2022]

• FLAN significantly improves the zero-shot performance on many tasks
• Fine-tuned from LaMDA-PT 137B (Google’s LLM before PaLM)

Building Blocks of Foundational Language Models: Alignment
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• FLAN [Wei et al., 2022]

• FLAN significantly improves the zero-shot performance on many tasks
• Followings are crucial components for improvement:

1. Number of given instructions during instruction tuning
2. Number of model parameters 
3. Specific ways for giving instructions

• Dd

• Also, FLAN is generalizable with few-shot adaptation

Building Blocks of Foundational Language Models: Alignment
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• FLAN-PaLM [Chung et al., 2022]

• Scaling up in many aspects, compared to the original FLAN
• Model size: 137B (LaMDA) → 540B (PaLM)
• Number of fine-tuning datasets: 62 datasets → 473 datasets (including CoT datasets) 

Building Blocks of Foundational Language Models: Alignment
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• FLAN-PaLM [Chung et al., 2022]

• Along with recent techniques of LLMs, it shows significantly improved results
• Chain-of-thought

• It also unlocks the zero-shot reasoning

Building Blocks of Foundational Language Models: Alignment
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• InstructGPT [Ouyang et al., 2022]

• Motivation: Making language models bigger does not inherently make them better 
at following a user’s intent
• e.g., language models can generate untruthful, toxic, or simply not helpful outputs

• Key idea: Aligning language models with user intent by fine-tuning them 
via Reinforcement Learning with Human Feedback (RLHF)

Building Blocks of Foundational Language Models: Alignment
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• InstructGPT [Ouyang et al., 2022]

• Motivation: Making language models bigger does not inherently make them better 
at following a user’s intent
• e.g., language models can generate untruthful, toxic, or simply not helpful outputs

• Key idea: Aligning language models with user intent by fine-tuning them 
via Reinforcement Learning with Human Feedback (RLHF)

Building Blocks of Foundational Language Models: Alignment
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• Method of InstructGPT [Ouyang et al., 2022]

1. Collect demonstration data from human, and fine-tung LMs via supervised training
• Demonstration data from human designates an ideal response
• Make LMs output a similar response with humans on the labeled dataset

Building Blocks of Foundational Language Models: Alignment
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• Method of InstructGPT [Ouyang et al., 2022]

2. Collect comparison data, and train a reward model
• Fine-grained evaluation (comparison) by human is conducted on pair-wise comparison
• Then, another LM, reward model, is trained to mimic such human’s evaluation

• E.g., Preferred sentence by human → High reward 

Building Blocks of Foundational Language Models: Alignment

model’s outputs
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• Method of InstructGPT [Ouyang et al., 2022]

3. Fine-tuning LMs against the reward model using reinforcement learning
• With new training data, fine-tuning LMs to maximize the reward from reward model
• For better fine-tuning, the recent state-of-the-art RL algorithms is used (PPO)

Building Blocks of Foundational Language Models: Alignment
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• Results with InstructGPT [Ouyang et al., 2022]

• (left) Evaluation on how well outputs from InstructGPT follow user instructions
• By having labelers compare its outputs to those from GPT-3
• InstructGPT is significantly preferred to both the supervised fine-tuning and GPT-3 models

• (right) Safety measurements
• Compared to GPT-3, InstructGPT produces fewer imitative falsehoods (TruthfulQA) 

and are less toxic (RealToxicity)
• InstructGPT makes up hallucinates less often, and generates more appropriate outputs
• Also, InstructGPT is preferred than other similar state-of-the-art LMs, FLAN and T0

Building Blocks of Foundational Language Models: Alignment
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• ChatGPT
• Official paper is still unavailable yet.. 
• However, there are some hints in the official blog post of ChatGPT by OpenAI

• Dataset: Dialogue dataset
• Method: InstructGPT

Building Blocks of Foundational Language Models: Alignment
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• Dialogue dataset
• Key idea: training data highly affects to the output of language model
• Example: Codex [Chen et al., 2021]

• Codex is a GPT language model fine-tuned on publicly available code from GitHub
• It generates standalone Python functions from docstrings

• 159 GB of unique Python files under 1 MB are used for training
• Codex is evaluated on HumanEval dataset

• It is consisted of 164 hand-written problems for measuring functional correctness
• 70.2% of HumanEval is solved with 100 samples per problem

Building Blocks of Foundational Language Models: Alignment

Ex 1) Find the decimal part of the number Ex 2) Find only positive numbers in the list.
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• Dialogue dataset
• Key idea: training data highly affects to the output of language model
• Example: DIALOGPT [Zhang et al., 2020]

• Same architecture and scale with GPT-2, but trained on dialogue dataset
• Response generation in conversation can be formulated as language modeling
• Dialogue history is used as prompt (start of sequence or condition)
• With this simple modification, language model can work as dialogue system

Building Blocks of Foundational Language Models: Alignment
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• Dialogue dataset
• Dialogue dataset becomes a key component for recent dialogue system
• BlenderBot3 by MetaAI [Shuster et al., 2022]

• Initialized with 175B parameter transformer (OPT by MetaAI)
• Focusing on better search from internet or history for response generation 

• LaMDA by Google [Thoppilan et al., 2022]
• Up to 137B parameters, pre-trained on 1.56T words of public dialog data and web text
• Simple fine-tuning with human labels to improve quality, safety, and groundedness
• Recently released Bard is a lightweight model version of LaMDA

Building Blocks of Foundational Language Models: Alignment
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• LLaMA2 [Touvron et al., 2023]

• Following the recipe of InstructGPT, Meta also release LLaMA2 Chat
• LLaMA2 Chat is fine-tuned LLaMA2 using RLHF and Chat datasets

• LLaMA2 Chat shows the best performance among chat variants from open LLMs

Building Blocks of Foundational Language Models: Alignment
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• But, LLMs often suffer from some limitations
• Non-factual but seemingly plausible generation, i.e., hallucinations
• Difficulty in integrating up-to-date knowledge

Building Blocks of Foundational Language Models: Retrieval Augment
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• Retrieval is promising solution by incorporating relevant knowledge 
• E.g., Retrieval-and-read is popular framework to improve QA systems

• Retrieval: find query-relevant documents from external knowledge
• Read: using both question and retrieved passages, answer to question 

Building Blocks of Foundational Language Models: Retrieval Augment
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Illustration of retriever-and-read system for ODQA[1]

[1] https://lilianweng.github.io/posts/2020-10-29-odqa/
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• Retrieval is promising solution by incorporating relevant knowledge 
• E.g., Retrieval-and-read is popular framework to improve QA systems
• Similar idea is also known to be effective to improve LLMs

Building Blocks of Foundational Language Models: Retrieval Augment
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• REtrieval Augmented Language Model (REALM) [Guu et al., 2020]

• REALM takes input 𝑥 and learn distribution 𝑝(𝑦|𝑥) over possible output 𝑦
• Key idea. REALM decomposes 𝑝(𝑦|𝑥) into two steps:

• Retrieve: given an input 𝑥, retrieve possibly helpful documents 𝑧, i.e., 𝑝(𝑧|𝑥)
• Predict: with both 𝑥 and 𝑧, generate output 𝑦, i.e., 𝑝(𝑦|𝑧, 𝑥)
• Overall likelihood modeling could be formulated as 

Building Blocks of Foundational Language Models: Retrieval Augment
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• REtrieval Augmented Language Model (REALM) [Guu et al., 2020]

• REALM takes input 𝑥 and learn distribution 𝑝(𝑦|𝑥) over possible output 𝑦
• Key idea. REALM decomposes 𝑝(𝑦|𝑥) into two steps
• Pre-training: masked language modeling, fine-tuning: open-domain QA

Building Blocks of Foundational Language Models: Retrieval Augment
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Illustration of pre-training (left) and fine-tuning (right)
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• REtrieval Augmented Language Model (REALM) [Guu et al., 2020]

• Key component: neural knowledge retrieve that models 𝑝(𝑧|𝑥)
• Here, retriever is defined using a dense inner product model:

• For embedding function, BERT is used:   

• All learnable parameters (Transformer, projection layer 𝑊) are denoted by 𝜃

Building Blocks of Foundational Language Models: Retrieval Augment
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• REtrieval Augmented Language Model (REALM) [Guu et al., 2020]

• Key component: Knowledge-augmented Encoder that models 𝑝(𝑦|𝑧, 𝑥)
• Simply, retrieved passage 𝑧 are concatenated with input 𝑥
• For example, masked language modeling for pre-training: 

• For fine-tuning to solve QA, model is trained to match span, i.e., find start/end indices

• All learnable parameters (another Transformer, projection layer 𝑊) are denoted by 𝜙

Building Blocks of Foundational Language Models: Retrieval Augment
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• REtrieval Augmented Language Model (REALM) [Guu et al., 2020]

• Challenge: summation over all documents 

• Solution. Approximation with top-k documents (highest 𝑝(𝑧|𝑥))
• But, naïve calculation of 𝑝(𝑧|𝑥) for all documents is costly.. 

• To mitigate this cost, Maximum Inner Product Search (MIPS) algorithm is used
• MIPS find the approximate top k documents using sub-linear space and running time
• There are several MIPS algorithms → it is orthogonal to this paper (skipped)

Building Blocks of Foundational Language Models: Retrieval Augment
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• REtrieval Augmented Language Model (REALM) [Guu et al., 2020]

• Challenge: summation over all documents 

• Solution. Approximation with top-k documents (highest 𝑝(𝑧|𝑥))
• To mitigate this cost, Maximum Inner Product Search (MIPS) algorithm is used
• For MIPS, pre-computing documents’ embedding is required

• Then, if we update retriever 𝜃, these embeddings become inconsistent with current 𝜃
• Trick. During every several hundred steps, using same embeddings then update 

Building Blocks of Foundational Language Models: Retrieval Augment
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• REtrieval Augmented Language Model (REALM) [Guu et al., 2020]

• Experiments on Open-domain QA benchmarks
• With retrieval augmentation, REALM significantly outperforms much large LM 
• Compared to other retrieval augmentations, REALM’s end-to-end way is mostly effective

Building Blocks of Foundational Language Models: Retrieval Augment
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• REtrieval Augmented Language Model (REALM) [Guu et al., 2020]

• Qualitative examples
• (a) BERT fails to fill the masked region __ 
• (c) REAML shows improved accuracy by augmenting retrieved passages 
• (b) If golden passage that answer is exactly given, REALM successfully fill that

Building Blocks of Foundational Language Models: Retrieval Augment
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• ATLAS [Izacard et al., 2022]

• Unlike REALM, ATLAS leverages pre-trained models for retriever and language model
• While REALM also utilized BERT, it is not pre-trained for retrieval
• In contrast, ATLAS directly use pre-trained retrieval model

Building Blocks of Foundational Language Models: Retrieval Augment
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• ATLAS [Izacard et al., 2022]: Retrieval → Contriever [Izacard et al., 2021]

• Goal: measure relevance 𝑠(𝑞, 𝑑) between query 𝑞 and document 𝑑
• 𝑓! is modeled by neural network, e.g., BERT

• Key Idea: Unsupervised training via contrastive learning
• 𝑘": positive document, 𝑘#: negative documents 

• Construct positive pairs by randomly cropping common document 
• For negative pairs, previous batches are used 

as same as MoCo [He et al., 2020]

Building Blocks of Foundational Language Models: Retrieval Augment
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• ATLAS [Izacard et al., 2022]: Language model → Fusion-in-Decoder (FiD) [Izacard et al., 2021]

• Goal: efficiently incorporating retrieved documents with pre-trained LM
• Naively appending N documents is very costly due to quadratic nature of Transformer
• Here, for LM, Transformer encoder-decoder based one is considered, e.g., T5 [Raffel et al., 2019]

• Key Idea: separately encoding documents, then fusing at decoder
• Naïve appending: (𝑁 ∗ 𝐿)$ → FiD: 𝑁 ∗ 𝐿$

• Also, FiD shows outperforming performance in open-domain QA (w/ pre-trained retriever)

Building Blocks of Foundational Language Models: Retrieval Augment
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• ATLAS [Izacard et al., 2022]: Training objective
• Then, Atlas jointly trains Contriever and FiD, similar to REALM

• Remark. Same decomposition is considered, but different retrieval modeling 𝑝(𝑧|𝑥)

• Retrieval modeling: Leave-one-out Perplexity Distillation (LOOP)
• Idea: how much worse the prediction, when removing one of top-k documents

• With LOOP, both Contriver and FiD are fine-tuned using masked language modeling
• They are further fine-tuned to solve specific downstream task, e.g., Open-domain QA

Building Blocks of Foundational Language Models: Retrieval Augment

87



Algorithmic Intelligence Lab

• ATLAS [Izacard et al., 2022]: Experiments
• Comparison to state-of-the-art on question answering

• Remark. GPT-3, Gopher, Chinchilla uses prompting, but ATLAS uses fine-tuning for few-shot
• ATALS outperforms both LLMs without retrieval and existing retrieval-augmented LMs

Building Blocks of Foundational Language Models: Retrieval Augment
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• ATLAS [Izacard et al., 2022]: Experiments
• Comparison to state-of-the-art on MMLU (57 tasks)

• Remark. GPT-3, Gopher, Chinchilla uses prompting, but ATLAS uses fine-tuning for few-shot
• For 5-shot setup, ATLAS outperforms GPT-3 with 16 times smaller parameters
• With full training, ATLAS even can outperform stronger LLMs such as Gopher

Building Blocks of Foundational Language Models: Retrieval Augment
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1. Preliminary
• Important properties of large language models
• Large language models beyond GPT-3 

2. Building Blocks of Large Language Models  
• Prompt-tuning
• Alignment with human values and intendment
• Retrieval augmentation 

3. Recent Advances of Large Language Models 
• Tool use
• Self improvement 
• AI agents 

Overview
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• PAL [Gao et al., 2023]

• Motivation: natural language might be not optimal way to solve given task
• E.g., mathematical reasoning → do LLMs really know how to add/multiplication?

Recent Advances of Large Language Models: Tool-use
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• PAL [Gao et al., 2023]

• Motivation: natural language might be not optimal way to solve given task
• Solution: let LLMs utilize the external tool for given task, e.g., calculator or python

• Idea: generating both language rationale (similar to CoT) and python code together
• Then, final answer is obtained by executing codes (language part will be #comment)

Recent Advances of Large Language Models: Tool-use
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• PAL [Gao et al., 2023]

• Motivation: natural language might be not optimal way to solve given task
• Solution: let LLMs utilize the external tool for given task, e.g., calculator or python
• More examples of prompt

• Mathematical reasoning 

• Symbolic reasoning: Colored objects

Recent Advances of Large Language Models: Tool-use
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• PAL [Gao et al., 2023]: Experiments
• Solve rate (%) on mathematical reasoning tasks 

• Solve rate (%) on symbolic reasoning tasks 

Recent Advances of Large Language Models: Tool-use
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• PAL [Gao et al., 2023]: Experiments
• Ablation studies

• Including language rationale as comment is positive for accuracy (blue > yellow)
• Naming variable with relevant functionality is very important (blue > green)

• Generalization with different sizes and LLMs (on GSM8K)

Recent Advances of Large Language Models: Tool-use
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• PAL [Gao et al., 2023]: Applications
• This feature is closely related with ChatGPT’s plugin

• Similar intuition with PAL while it’s not open (from instruction-tuning or prompting)

Recent Advances of Large Language Models: Tool-use
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• Self-refine [Madaan et al., 2023]

• More interestingly, foundation model can give feedback and refine itself
• i.e., both feedback & refine are conducted from foundation model with different prompt

Recent Advances of Large Language Models: Self-feedback
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• Self-refine [Madaan et al., 2023]

• More interestingly, foundation model can give feedback and refine itself
• Example: code optimization (single iteration)

1. Initial generation  

Recent Advances of Large Language Models: Self-feedback
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• Self-refine [Madaan et al., 2023]

• More interestingly, foundation model can give feedback and refine itself
• Example: code optimization (single iteration)

2. Feedback

Recent Advances of Large Language Models: Self-feedback
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• Self-refine [Madaan et al., 2023]

• More interestingly, foundation model can give feedback and refine itself
• Example: code optimization (single iteration)

3. Refinement

Recent Advances of Large Language Models: Self-feedback
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• Self-refine [Madaan et al., 2023]: Experiments
• Overall results

• This framework is well generalized across different LLMs 
• Remark. For each task, specific metric is used, e.g., accuracy or human preference

• Iteration-wise score improvement

Recent Advances of Large Language Models: Self-feedback
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• Generative agents [Park et al., 2023]

• Then, what if we simulate human behavior using LLMs?
• Using the history of each human as prompt and allowing actions on environment (Sims)   

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]

• Then, what if we simulate human behavior using LLMs?
• Using the history of each human as prompt and allowing actions on environment (Sims)   

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]

• Then, what if we simulate human behavior using LLMs?
• Interestingly, each character powered by LLMs show many different behavior 

depending on given characteristics similar to human 

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Overview
• Goal: interaction with other agents and react to changes in environment
• Method: agent architecture combining LLMs with novel mechanisms such that 

synthesizing/retrieving relevant information to condition LLMs’ output
• Key feature: Memory stream

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Technical Details – Memory/Retrieval
• Target challenge. Not all experience is essential & limited context window of LLMs
• Solution: retrieving relevant experience from memory stream of observations

• Observation; event directly perceived by agent (time stamp + language description)

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Technical Details – Memory/Retrieval
• Target challenge. Not all experience is essential & limited context window of LLMs
• Solution: retrieving relevant experience from memory stream

• Retrieval; consider three features (recency, importance, relevance) 
• Recency: recently happened event has a higher weight 

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Technical Details – Memory/Retrieval 
• Target challenge. Not all experience is essential & limited context window of LLMs
• Solution: retrieving relevant experience from memory stream

• Retrieval; consider three features (recency, importance, relevance) 
• Importance: rareness of events regardless of given context

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Technical Details – Reflection
• Target challenge. Retrieval is not enough to describe overall status of agent 
• Solution: high-level summarization regarding current status of agent

• E.g., Agent named Klaus Mueller is highly dedicated to research 

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Technical Details – Reflection
• Target challenge. Retrieval is not enough to describe overall status of agent 
• Solution: high-level summarization regarding current status of agent
• Step 1. Prompting to obtain questions to gather high-level information of agent

• Used prompt: “Given only the information above (100 recent records), what are 3 most s
alient high- level questions we can answer about the subjects in the statements?” 

• Example responses: “What topic is Klaus Mueller passionate about?” 
& “What is the relationship between Klaus Mueller and Maria Lopez?”

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Technical Details – Reflection
• Target challenge. Retrieval is not enough to describe overall status of agent 
• Solution: high-level summarization regarding current status of agent
• Step 2. Gather relevant information for question, then prompting to extract status

• Query: “What topic is Klaus Mueller passionate about?” (query)
• Prompt

• Response: “Klaus Mueller is dedicated to his research on gentrification 
(because of 1, 2, 8, 15)”

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Technical Details – Planning and Reacting 
• Target challenge. Ensuring that sequence of actions is coherent and believable
• Solution: Top-down and then recursively generate more detailed plans

• First, generating overall plans of whole day from agent’s summary description
• Input prompt:

• Output: “1) wake up and complete the morning routine at 8:00 am, 2) go to Oak Hill Coll
ege to take classes starting 10:00 am, [. . . ], 5) work on his new music composition from 
1:00 pm to 5:00 pm, 6) have dinner at 5:30 pm, 7) finish school assignments and go to b
ed by 11:00 pm”

Recent Advances of Large Language Models: AI Agents
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• Generative agents [Park et al., 2023]: Technical Details – Planning and Reacting 
• Target challenge. Ensuring that sequence of actions is coherent and believable
• Solution: Top-down and then recursively generate more detailed plans

• Then, creating finer-grained actions (day → hours → 5-15 minute chunks)
• Input prompt: “work on his new music composition from 1:00 pm to 5:00 pm”
• Output: “1:00 pm: start by brainstorming some ideas for his music composition [...] 4:00 

pm: take a quick break and recharge his creative energy before reviewing and polishing h
is composition.”

• In addition, these plans could be updated with reacting
• As the environment is updated in real-time

Recent Advances of Large Language Models: AI Agents
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• Foundation models in language recently shows tremendous success
• It is often called large language models (LLMs)
• By increasing scale, LLMs obtain intriguing properties such as in-context learning

• But, LLMs still have some limitations and they can be mitigated by
• Carefully designing input prompt
• Or fine-tuning LLMs to impose alignment
• Or incorporating external knowledge via retrieval

• Also, recent LLMs show more interesting capability such as 
• Tool-use 
• Self-feedback
• AI agents

Summary
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