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Motivation: Temporal Data in Real World

* Many real-world data has a temporal structure intrinsically

* Natural language
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Motivation: Temporal Data in Real World

* Many real-world data has a temporal structure intrinsically
* Natural language
e Speech
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Motivation: Temporal Data in Real World

* Many real-world data has a temporal structure intrinsically
* Natural language
e Speech
* Video
* Stock prices, and etc...
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Motivation: Temporal Data in Real World

* Many real-world data has a temporal structure intrinsically
* “Natural language”

* In order to solve much complicated real-world problems,
we need a better architecture to capture temporal dependency in the data

* Specifically, we will focus on the recent models for natural language in this lecture

one to one many to one many to many

Vanilla neural network
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Overview

Part 1. Basics
* RNN to LSTM
* Sequence-to-sequence Model
* Attention-based NLP Model

Part 2. Advanced Topics
* Transformer (self-attention)
* Pre-training of Transformers and Language Models
* Large Language Models: GPT-3 and emerging properties

Part 3. Recent Advances in Large Language Models
* Large language models beyond GPT-3
* Better training schemes for large language model
* Applications: ChatBot (e.g., ChatGPT)



Overview

Part 1. Basics
* RNN to LSTM
* Sequence-to-sequence Model
* Attention-based NLP Model
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Vanilla RNN

* Process a sequence of vectors by applying

recurrence formula at every time step :

New state

ht:

fw

(

hi_1

Lt

[ Old state

Input vector
at time step t

Function parameterized by learnable Y}/
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Vanilla RNN

* Vanilla RNN (or sometimes called EIman RNN)
* The state consists of a single “hidden” vector h,

h, = fW(ht—la il?t)

l

ht — taﬂh(Whht_l -+ Wx.’L‘t)
Y, = Wyhy




Why Do We Need to Develop RNN Architectures?

* E.g., RNN with a sequence of length 4

J#) (6)

h) h(2) h(3) h4)
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Why Do We Need to Develop RNN Architectures?

* E.g., RNN with a sequence of length 4

* Consider a gradient from the first state » (")

J4) (6)
/

J -
Training loss

() he)_ he)_ hL
0 0 0 0
0 W, e W, @ W, |e
o I I It
8J®  on? ) oh'3) oh  9J®
on®  opM YXCe PYXORPTRC)
Chain rule!
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Why Do We Need to Develop RNN Architectures?

* E.g., RNN with a sequence of length 4

* Consider a gradient from the first state A

ah(z—’_l) ° ° .
on® are too small? —) Vanishing gradient problem

* When these are small, the gradient signal gets smaller and smaller
as it back-propagates further

* What happens if

J(4)(9)
1 Training loss
) h)_ h_ hL
@ @ @ @
0 W, e W, |@ W, |e
o I I It
8J® |on? ) Oh®) oJ @
o) | onW | oh¥
Chain rule!
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Why Do We Need to Develop RNN Architectures?

* E.g., RNN with a sequence of length 4

* Consider a gradient from the first state A

ah(i—l—l)
oh®

* What happens if

are too small? —)

Vanishing gradient problem

* When these are small, the gradient signal gets smaller and smaller

as it back-propagates further

* So, model weight are updated only with respect to ,

not long-term effects.

J@) () JH) ()
N N
ht) hi2_ h)_ h]
() () (©) ()
0 W, |@ W, |le W, |e@
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Why Do We Need to Develop RNN Architectures?

* E.g., RNN with a sequence of length 4
 Consider a gradient from the first state h(")

ah(z—’_l) . . .
on® are too small? I:> Vanishing gradient problem

* When these are small, the gradient signal gets smaller and smaller
as it back-propagates further

* What happens if

* So, model weight are updated only with respect to ,
not long-term effects.

onUtY)

* What happens if 0 aretoo large? ) |Exploding gradient problem

grew — eold . @V@J(Q)

* This can cause bad updates as the update step of parameters becomes too big

* |n the worst case, this will result in divergence of your network

* |n practice, with a gradient clipping, exploding gradient is relatively easy to solve

Algorithmic Intelligence Lab
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RNN Architectures: LSTM

* Long Short-Term Memory (LSTM) [Hochreiter and Schmidhuber, 1997]
* A special type of RNN unit, i.e., LSTM networks = RNN composed of LSTM units

* Explicitly designed RNN to
* Capture long-term dependency = more robust to vanishing gradient problem

e Coreidea behind LSTM
* With cell state (memory), it controls how much to remove or add information
* Only linear interactions from the output of each “gates” (prevent vanishing gradient)

e ¢, 4
7O\ /) »
@ @ >
Cell state (]
— Gates : Way to optionally
\, )

let information through
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RNN Architectures: Vanilla RNN

* Repeating modules in Vanilla RNN contains a single layer

ht — taﬂh(Whht_l + wat)

(n)

A

@_/
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RNN Architectures: LSTM

e Repeating modules in LSTM

~
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RNN Architectures: LSTM

Step 1: Decide what information we’re going to throw away from the cell state
* Asigmoid layer called “Forget gate” f;

* Looks at h;_1,z; and outputs a number between 0 and 1 for each cell state C;_1
* If 1: completely keep, if 0: completely remove

* E.g., language model trying to predict the next word based on all previous ones

* The cell state might include the gender of the present subject so that
the correct pronouns can be used

* When we see a new subject, we want to forget the gender of the old subject

fe = oWy [hi_1,m¢] + by)
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RNN Architectures: LSTM

Step 2: Decide what information we’re going to store in the cell state and update
 First, a sigmoid layer called the “Input gate” i, decides which values to update
« Next, a tanh layer creates a new content C, to be written to the

it = o (Wi - [he—1,2¢) + b;)

T |C’t ét = tanh(WC . [h'[;—17 ZCt] -+ bC)

Tt
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RNN Architectures: LSTM

Step 2: Decide what information we’re going to store in the cell state and update
 First, a sigmoid layer called the “Input gate” i, decides which values to update
« Next, a tanh layer creates a new content C, to be written to the

* Then, update the old cell state C;_; into the new cell state (),
« Multiply the old state by f; (forget gate)
 Add 7; * C';, new content scaled by how much to update (input gate)

Ci_q = Cy 'I:t = U(Wz : [ht—la xt] + bl)

X +
ftT Zt’—~¥a ét = tanh(We¢ - [he—1, 2] + bc)

Ct:ft*ct—1+it*ét

)
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RNN Architectures: LSTM

Step 3: Decide what information we’re going to output
* Asigmoid layer called “Output gate” o,
* First, go through o; which decides what parts of the cell state to output
* Then, put the cell state C}; through tanh and multiply it by o for hidden state h;

ht A
Ot — U(Wo ) [ht—la xt] + bo)
Ctanh>
e hy = o4 * tanh(C})
P 7 hy

Algorithmic Intelligence Lab 21



RNN Architectures: LSTM

e Overall LSTM operations

Forget gate: f = o(Wy - [hi—1,2¢) + bf) Inputgate: iy = o(W; - [hi_1,x¢] + b;)

Previous cell state: C',_4 New cell content: C; = tanh(We - [he—1, x¢] + bo)

\ 4

Updated cell state: C; = f; « Cy_1 + 14 * C~’t

—> Hidden state: h; = o, * tanh(C})

Output gate: oy = o (W, - [hy_1, x¢] + bo)

)

//'\
ftT (N
r

Tt Standard LSTM

0| | tanh o
|

v
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RNN Architectures: GRU

» Gated Recurrent Unit (GRU) [cho et.al, 2014]
* Combines the forget and input gates into a single “update gate” z:
* Controls the ratio of information to keep between previous state and new state
* Reset gate r; controls how much information to forget when create a new content
* Merges the cell state C; and hidden state A,

* (+) Resulting in simpler model (less weights) than standard LSTM

Reset gate: 7y = o (W, - [hy_1, 1)) New content: h; = tanh(W - [ry * hy_1, 24])

Update gate: 2 = o(W, - [ht—1,2¢])  Hiddenstate: hy = (1 — z¢) * hy_1 + 2 * h,

hy
ht_l / V) 7\ \’\ ht

)
¥
S~
K\

D&
l—e
L

v

Gated Recurrent Unit
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Motivation: Natural Language Processing and Sequence-to-sequence Modeling

 Many natural language processing (NLP) tasks are Sequence-to-sequence
* Given an input sequence, turn it into an output sequence
* Example: Translation

AHo| AX| Ao 8t=104 0] v Ping gt=104 %o =0 v
Language model pretraining has led to significant performance gains X Q10 I ALM S22 MTHSE Ms SIS 7hN SAX|TH ME CHE HZ WAIZ Al V¢
but the careful comparison between different approaches is o S5t Hlwsh= A2 ofFSLICE
challenging. . @1

eon-eo model sajeon hunlyeon-eun sangdanghan seongneung hyangsang-eul gajyeo
wassjiman seolo daleun jeobgeun bangsig-eul sinjunghage bigyohaneun geos-eun
eolyeobseubnida.
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Motivation: Natural Language Processing and Sequence-to-sequence Modeling

 Many natural language processing (NLP) tasks are Sequence-to-sequence
* Given an input sequence, turn it into an output sequence
* Example: Text Summarization

Text Summarization using NLP

Natural Language
Processing

Natural
Natural language processing (NLP) is a
subfield of linguistics, computer science, and Lang uage
artificial intelligence concerned with the 1
interactions between computers and human ProceSS| ng
language, in particular how to program Summal'y
computers to process and analyze large ﬁ Natural language processing (NLP) is
amounts of natural language data. The result is summarize(text, 0.6) a subfield of linguistics, computer
a computer capable of "understanding” the science, and artificial intelligence
contents of documents, including the concerned with the interactions
contextual nuances of the language within between computers and human
them. The technology can then accurately language, in particular how to
extract information and insights contained in program computers to process and
the documents as well as categorize and analyze large amounts of natural
organize the documents themselves language data
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Motivation: Natural Language Processing and Sequence-to-sequence Modeling

 Many natural language processing (NLP) tasks are Sequence-to-sequence
* @Given an input sequence, turn it into an output sequence
* Example: ChatBot

Oh cool! That sounds relaxing and calming. Do you enjoy it? I've been
working on my new book all night, so that's what I'm up to right now.

| love yoga -- it calms my mind. What is your book about?

Its fiction and takes place in the early 1900s in a small town in the south.
It was inspired by a trip | took to Georgia last year. The main character
travels from New York City to Georgia after his brother dies, and he
meets some interesting people along the way!

That sounds really interesting. Have you published other books before?

Yes, this will be my 9th book. Mostly romance books though -
this is a little out of my comfort zone!

Wow, I've never read a romance novel before! What's the title of
your most recent romance book?

It's called All of You - A Modern Retelling of Pride and Prejudice.
Basically it follows the same plot as Pride and Prejudice but with
different characters!

Algorithmic Intelligence Lab

26



Sequence-to-sequence Model

* Many natural language processing (NLP) tasks is Sequence-to-sequence
* @Given an input sequence, turn it into an output sequence

* The core idea of Sequence-to-sequence model [Sutskever et al., 2014]
* Encoder-Decoder architecture (input = vector = output)

* Use one network (Encoder) to read input sequence at a time for encoding it into a
fixed-length vector representation (context)

* Use another network (Decoder) to extract output sequence from context vector

S I
i i i yTl yf yf yf ) ElT\ID >i
i h1 »  ho » hg —i—) & —i—» S1 » So » S3 » Sy » S5 i
i T T2 I3 i i< START > Y1 Y2 Y3 Ya i

Input sequence x = (1, 2, x3) and output sequence ¥ = (Y1, Y2, Y3, Y1)
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Sequence-to-sequence Model

* Encoder
* Reads the input sentence

* Use RNNs such that h; =
some non-linear functions

x = (x1,...,x7) and output context vector c
f(xy, hi—1) and ¢ = q({h1,...,hr}), where f and ¢ are

e E.g.,LSTMsas f and q({h1,...,hr}) = hr (in the original seq2seq model)

Input sequence x =

Algorithmic Intelligence Lab

(%1, 2, 23) and output sequence Y = (Y1, Y2, Y3,Y4)
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Sequence-to-sequence Model

 Decoder

Predict the next word ¥+ given the context vector ¢ and the previously predicted
words {y17 < e 7yt’—1}

Defines a probability over the translation y by decomposing the joint probability
into the ordered conditionals where y = (y1,.--,yr)-

p(y) = HP(?JtHyb o Yr—1},0),

The conditional probability is modeled with another RNN g as

p(yt’{ylv s 7yt’—1}7 C) — g(yt—laﬂa C)a
hidden state of the RNN

G e

i yTl yf yf yf ) ElT\ID >
hq » o » hy —>cC —i—» S1 » So » S3 » 5S4 » S5
T To T3 < START > W1 Y2 Y3 Y4

Input sequence x = (1, 2, x3) and output sequence ¥ = (Y1, Y2, Y3, Y1)

Algorithmic Intelligence Lab
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Sequence-to-sequence Model

* Example of the seq2seq model
* For English = French task
e With 2-layer LSTM for encoder and encoder

target output words

A

Je suis étudiant </s> Iloss layer

|j projection layer

I i i Ihidden layer 2
> > > Ihidden layer 1

embedding layer

| am a student <s> suis etuduant
encoding decodmg

Algorithmic Intelligence Lab
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Sequence-to-sequence Model

e Results on WMT’14 English to French dataset [sutskever et al., 2014]
* Measure : BLEU (Bilingual Evaluation Understudy) score
* Widely used quantitative measure for MT task
* On par with the state-of-the-art system (without using neural network)
* Achieved better results than the previous baselines

Method test BLEU score (ntst14)
Baseline System [29] 33.30
Cho et al. [5] 34.54
State of the art [9] 37.0
Rescoring the baseline 1000-best with a single forward LSTM 35.61
Rescoring the baseline 1000-best with a single reversed LSTM 35.85
Rescoring the baseline 1000-best with an ensemble of 5 reversed LSTMs 36.5
| Oracle Rescoring of the Baseline 1000-best lists | ~45

* Seg2seq with RNNs is simple but very powerful in MT task
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Attention-based Sequence-to-sequence Model

Algorithmic Intelligence Lab

* Problem of original seq2seq (or encoder-decoder) model

* Need to compress all the necessary information of a source sentence into a
fixed context vector

* All decoding steps use an identical context along with previous outputs

p(yt’{yla R 7yt’—1}7 C) - g(yt—la Staﬁ)a
* But, each step of decoding requires different part of the source sequence
« E.g., Stepl: “l 7 — “LI&= ”
Step2: “I love you” — “ Athol”

* Hence, difficult to cope with long sentences...

Y1 Y2 Y3 Ya < END >
Fixed T T T T T
hy S » hs et s » So » 3 » sy » 55
T T2 T3 < START > Y1 Y2 Y3 Ya

Input sequence x = (x1, 2, x3) and output sequence ¥ = (Y1, Y2, Y3, Y1)
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Attention-based Sequence-to-sequence Model

* Extension of seq2seq model with attention mechanism [Bahdanau et al., 2015]

* Core idea: on each step of the decoder, focus on a particular part of the source
sequence using a direct connection (attention) to the encoder states

* Dependent on the query with key, attention is a technique to compute a weighted
sum of the values

Query: decoder’s hidden state, key and value: encoder’s hidden states

* (4j is a relative importance which means how well the inputs around position 7 and the
output position 7 match.

ETP\E; 5
Qij = T p( w) y  Cij = 5?—1]13
Attention H > 11 expeir)
Distribution L1 1
(SoftMax) 1

Attention scores
(dot product) F X y

> 53 _H"'S4 query
key T T

T To r3 < START > Y1 Y2
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Attention-based Sequence-to-sequence Model

* Extension of seq2seq model with attention mechanism [Bahdanau et al., 2015]

* Core idea: on each step of the decoder, focus on a particular part of the source
sequence using a direct connection (attention) to the encoder states

* Dependent on the query with key, attention is a technique to compute a weighted
sum of the values

* Query: decoder’s hidden state, key and value: encoder’s hidden states
* The context vector ¢; is computed as weighted sum of h;

weights Ys
weighted sum

H 210 > Cq |

| | [] T
A A A

C;, — E Qg h j
J=1
Qe S?1'.‘::::: -------- 0‘ ______________
value / """":::::::::::'555;555:‘.35:‘555;.:;;;;;;:: .....

hq » o »  hs » S » So » S3 » Sy
A A A T T T

T To r3 < START > Y1 Y2 Y3
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Attention-based Sequence-to-sequence Model

* Graphical illustration of seq2seq with attention
* E.g., Chinese to English

l | | ! | | |

Encoder €@ |/ €1 |/ €2 |/ €3 |/ €4 |/ e |—/>| €
Decoder do _ d; S— d2 —_— d3
| | ! l
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Attention-based Sequence-to-sequence Model

* Results

 RNNsearch (with attention) is better than RNNenc (vanilla seg2seq)
 RNNsearch-50: model trained with sentences of length up to 50 words

BLEU score

L
accord

sur

la

zone
économique
européenne
a

été

signé

en

aolt

1992

<end>

30

20 b7 :
15 H :
10— RNNsearch-50f ..o e \\\ ...........
----- RNNsearch-30|f R
5H = = RNNenc-50  Foeooeoood i e e
- RNNenc-30 T
(] 1 1 1 1 J
0 10 20 30 10 50 60
Sentence length
@ c Y 2
€ o E o = A 7}
¢ ,8S8ga.2 33 B g
geszsgfss .38 ¢ 3. 85,58 .f
=38E855E5us28s

(a)

1l
convient
de

noter
que

I
environnement
marin

est

le

moins

connu

de
I
environnement

<end>

(b)
Sample alignment results (attention map)

environments

<end>
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Attention-based Sequence-to-sequence Model: Google’s NMT

* Google’s NMT [Wu et al., 2016]
* Improves over previous NMT systems on accuracy and speed
» 8-layer LSTMS for encoder/decoder with attention
* Achieve model parallelism by assigning each LSTM layer into different GPUs

* Add residual connections in standard LSTM
* ...and lots of domain-specific details to apply it to production model

Y, —>y2—> e g

GPUS8 GPUS8
8§Iayers
‘ GPU3
GPU2 GPU3
GPU2 GPU2
GPU1

GPU1 i
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Attention-based Sequence-to-sequence Model: Google’s NMT

* Google’s NMT [Wu et al., 2016]
* Improves over previous NMT systems on accuracy and speed
» 8-layer LSTMS for encoder/decoder with attention
* State-of-the-art results on various MT datasets and comparable with Human expert

Table 5: Single model results on WMT En—De (newstest2014)
Model BLEU CPU decoding time

per sentence (s)

Table 10: Mean of side-by-side scores on production data

Word  23.12 0.2972 : :
Character (512 nodes)  22.62 0.8011 FENIE “GNNT: Himdn Relative

WPM-8K  23.50 0.2079 Krprovenen

> WPM-16K  24.36 0.1931 English — Spanish ~ 4.885 5.428 5.504 87%

WPM-32K  24.61 0.1882 English — French 4.932 5.295 5.496 64%

Mixed Word/Character ~ 24.17 0.3268 English — Chinese  4.035 4.594 4.987 58%

PBMT 6] 20.7 Spanish — English ~ 4.872 5.187 5.372 63%

. . French — English 5.046 5.343 5.404 83%

RNNSearch [37] 16.5 Chinese — English  3.694 4.263 4.636 60%

[
RNNSearch-LV [37]  16.9
RNNSearch-LV [37]  16.9

Deep-Att [45]  20.6

GNMT with different configurations
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Limitations with Recurrent Models

* Although RNNs show remarkable successes, there are fundamental issues:
1. O(sequence length) steps for distant word pairs to interact means
* Hard to learn long-distance dependencies because of gradient problems
2. Forward/backward passes have O(sequence length) unparallelizable operations

* Future RNN hidden states can’t be computed before past states have been computed
* This aspect inhibits training on the very large datasets

—000 — —> 000 =. >
t ot
000 — > ——> 000 —> —»
The chef who ... / was

Info of chef has gone through O(sequence length) many layers

Algorithmic Intelligence Lab
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Limitations with Recurrent Models

* Although RNNs show remarkable successes, there are fundamental issues:
1. O(sequence length) steps for distant word pairs to interact means
2. Forward/backward passes have O(sequence length) unparallelizable operations

* In contrast, attention has some advantages in these aspects:

1. Maximum interaction distance: O(1)
* Since all words interact at each layer
2. Number of unparallelizable operations does not increase with respect to length

attention

attention

embedding E ©0poopPop
1 hy

h;

All words can attend to all words in previous layer
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Limitations with Recurrent Models

* Although RNNs show remarkable successes, there are fundamental issues:
1. O(sequence length) steps for distant word pairs to interact means
2. Forward/backward passes have O(sequence length) unparallelizable operations

* In contrast, attention has some advantages in these aspects:
1. Maximum interaction distance: O(1)
* Since all words interact at each layer
2. Number of unparallelizable operations does not increase with respect to length

4 )

Q. Then, can we design an architecture only using attention modules?
 Remark. We saw attention from the decoder to the encoder;
but here, we’ll think about attention within a single sentence.

\_ J

Algorithmic Intelligence Lab
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Overview

Part 2. Advanced Topics
* Transformer (self-attention)
* Pre-training of Transformers and Language Models
* Large Language Models: GPT-3 and emerging properties

Algorithmic Intelligence Lab
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Transformer (Self-attention)

* Transformer [vaswani et al., 2017] has an encoder-decoder structure and they are
composed of multiple block with multi-head (self) attention module

\_/

Softmax
2

Linear )

7y
DECODER #2

ENCODER #2

Add & Normalize )

----------------------------

Add & Normalize )

£ | ) 1
z E ( Feed Forward ) ( Feed Forward ) | " :"C Encoder-Decoder Attention )
é ‘eeccceceoBemem . [y ‘eaoToo--- Becoccncncanonananns )
> ,»( Add & Normalize ,o( Add & Normalize )
E L) L) [} L )

& ........ 7 A R ey e ————
RN © @ & &

Thinking Machines
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Transformer (Self-attention)

* Self-attention
* Recall: Attention operates on query, key, and value
* Query is decoder’s hidden state, key and value are encoder’s hidden states in seq2seq
* In self-attention, the query, key, and value are drawn from the same source

1. Foreachinput z;, create query, key, and value vectors ¢i, k;, v;
by multiplying learnable weight matrices

g =W ki = Wha;, v, = WV,

Self-Attention

x: I 270 [0 1 0 I 1 B B

Algorithmic Intelligence

44



Transformer (Self-attention)

* Self-attention
* Recall: Attention operates on query, key, and value
* Query is decoder’s hidden state, key and value are encoder’s hidden states in seq2seq
* In self-attention, the query, key, and value are drawn from the same source

1. Foreachinput z;, create query, key, and value vectors ¢i, k;, v;

2. Multiply (dot product) the current query vector, by all the key vectors, to get a score &
of how well they match

exp(ei;) ql'k;
. aZ] - Z . eXp(e. ./) eij - \/E
Self-Attention J ij
score 20% 10% 50% 20%
“ I [ 1] “ “
ail | e

xi L T T 1] x I [ xR

Algorithmic Intelligenc_ __..
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Transformer (Self-attention)

 Self-attention
* Recall: Attention operates on query, key, and value
* Query is decoder’s hidden state, key and value are encoder’s hidden states in seq2seq
* In self-attention, the query, key, and value are drawn from the same source
1. Foreachinput z;, create query, key, and value vectors ¢i, k;, v;
2. Multiply (dot product) the current query vector, by all the key vectors, to get a score &
3. Multiply the value vectors by the scores, then sum up
output; = Z QU
i

Zq

[T
0.2 0.1 0.5 0.2
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Transformer (Self-attention)

* Self-attention
* Recall: Attention operates on query, key, and value
* Query is decoder’s hidden state, key and value are encoder’s hidden states in seq2seq
* In self-attention, the query, key, and value are drawn from the same source
1. Foreachinput z;, create query, key, and value vectors ¢i, k;, v;

2. Multiply (dot product) the current query vector, by all the key vectors, to get a score &
3. Multiply the value vectors by the scores, then sum up

* Hence, self-attention is effective to learn the context within given sentence
* It’s easier than recurrent layer to be parallelized and model the long-term dependency

Layer Type Complexity per Layer Sequential Maximum Path Length
Operations

Self-Attention O(n? - d) 0(1) 0(1)

Recurrent O(n - d?) O(n) O(n)

Convolutional O(k-n-d?) O(1) O(logx(n)

Self-Attention (restricted) O(r-n-d) 0(1) O(n/r)
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Transformer (Self-attention)

e Self-attention

* Recall: Attention operates on query, key, and value
* Query is decoder’s hidden state, key and value are encoder’s hidden states in seq2seq
* In self-attention, the query, key, and value are drawn from the same source
1. Foreachinput z;, create query, key, and value vectors ¢i, k;, v;
2. Multiply (dot product) the current query vector, by all the key vectors, to get a score &
3. Multiply the value vectors by the scores, then sum up
* Hence, self-attention is effective to learn the context within given sentence

* |t’s easier than recurrent layer to be parallelized and model the long-term dependency
* |t also provides an interpretability of learned representation
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Transformer (Self-attention)

e Multi-head attention
* Applying multiple attentions at once to look in multiple places in the sentence
* To prevent the increase of computation, original attentions weights are divided

Single-head attention Multi-head attention
(just the query matrix) (just two heads here) Same amount of
computation as
single-head
X XQ X XQ XQ, self-attention
Q = Q:0; =
head O head 1 head 2 head 3
Two - Two - Two — Two —
setting setting settihg seteg
up up up up
bm: bm: bmz bw:
fishilrcuj fishilr:; fishilrc; fishilrcu;

hut
on
an
iced
over
lake

hut
on
an
iced
over
lake

hut
on
an
iced
over
lake

hut
on
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over
lake

o O R 2. L L L&
A¢$<°é¢f> R A c(5${@> S L
)
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Transformer (Self-attention)

e Multi-head attention
* Applying multiple attentions at once to look in multiple places in the sentence

1) This is our 2) We embed 3) Split into 8 heads. 4) Calculate attention  5) Concatenate the resulting ~ matrices,
input sentence* each word* We multiply X or using the resulting then multiply with weight matrix to
with weight matrices Q/K/V matrices produce the output of the layer
X Wo®
K
Thinking T T Wo QO

Machines I WOV KO
Iy Vo

w;Q
* |n all encoders other than #0, P WqK Qs
we don't need embedding. I W,V K1
We start directly with the output I Vi
of the encoder right below this one {7 :
W-Q
L1 W7K 07
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Transformer (Self-attention)

 Encoder

* Self-attention is invariant to order of input sequence

* To represent the order of sequence, positional encoding is added to input embeddings
at the bottoms of the encoder and decoder stacks

* Fixed sine and cosine functions are used for each position pos and dimension i
PE(pos 20y = sin(pos/10000%/4m)  PE(pos 2i11) = cos(pos /100007 dmest)

* PE,.s+x can be derived as a linear function of PE,,; — easier to learn a relative position
* Compare to learning encoding, it’s better for extrapolation (not encountered in training)

i

oo X1 I I LT
POSITIONAL é é
ENCODING
x1 B x [
Thinking Machines
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Transformer (Self-attention)

 Encoder

» Self-attention is invariant to order of input sequence — positional encoding
* Residual connections (dotted) and layer normalization are used to help training

4 4

\ 4

e
L

LayerNorm( + )

ENCODER #1

.o X1 R LT
POSITIONAL é é
ENCODING
x+ 2T [ T 1171
Thinking Machines
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Transformer (Self-attention)

* Encoder
» Self-attention is invariant to order of input sequence — positional encoding
* Residual connections (dotted) and layer normalization are used to help training
* Non-linearity is imposed by adding position-wise feed-forward networks

CC Add & Normalize ' )\
) )

N e e b 4
z1 z,
A A
w| ,» LayerNorm( - )
x|
1 'y A
(&) ]
Z| : :
- ( Self-Attention )
- 4 2
oo X1 R LT
POSITIONAL é é
ENCODING
x1 B ey
Thinking Machines
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Transformer (Self-attention)

* Decoder
* Most parts are same with encoder except encoder-decoder(cross) attention

* This cross attention is previously used in seq2seq model
* Queries are drawn from the decoder
* Keys and values are drawn from the encoder (like context vector)

-----------------------------------------
B

. 3 Softmax )
K_,( Add & Normalize ) é ( ’
S ( Feed Forward ) ( Feed Forward ) g ( Linear )
B | Yeecszooo- A oo H
g ,»( Add & Normalize ) E“o.. 4
Al ) ) DT, > DECODER #2
( Self-Attention ) E
& -------- | ST TP PP ? —/ : * *
(-»( I Add & Normalize ' ) § . ’( Add & Normalize )
; ( Feed Forward ) ( Feed FonNard ) : i_ : *
S| e wi ! ( Feed Forward ) ( Feed Forward )
2 »( Add & Normalize ) 5 S =
=l % ) ) y of T
: selfAuention o >( Add & Normalize )
N ~/ ;
"R @ ® ., | L] 4
x: [ x. [ ,"( Encoder-Decoder Attention )
Thinking Machines .
EPIIIIIT , SEEEETTTTT LT TTT: i
'¢( Add & Normalize )
; i i
' ( Self-Attention )
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Transformer (Self-attention)

 Decoder

* Most parts are same with encoder except encoder-decoder(cross) attention

* This cross attention is previously used in seq2seq model
* Queries are drawn from the decoder
* Keys and values are drawn from the encoder (like context vector)

Decoding time step: 1@3 456 OUTPUT
a )
Kencdec  Vencdec ( Linear + Softmax )
ENCODERS DECODERS ]
L Y,
EMBEDDING * * * *
WITH TIME [ITTT] LT [ITTT] C1TTT]
SIGNAL
EMBEDDINGS [0 [0 O T
i 4 i PREVIOUS
INPUT e suis étudiant
J OUTPUTS
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Transformer (Self-attention)

e Success of Transformer: Machine Translation (MT)
* Initially, Transformer shows better results at a fraction of the training cost

Model BLEU Training Cost (FLOPs)
oce EN-DE EN-FR  EN-DE  EN-FR

ByteNet [15] 23.75

Deep-Att + PosUnk [32] 39.2 1.0-10%°
GNMT + RL [31] 24.6 39.92 2.3-10Y° 1.4.10%
ConvS2S [8] 25.16 40.46 9.6-10% 1.5.10%
MoE [26] 26.03 40.56 2.0-10° 1.2-10%0
Deep-Att + PosUnk Ensemble [32] 40.4 8.0-10%0
GNMT + RL Ensemble [31] 26.30 41.16 1.8-10%0 1.1-10%
ConvS2S Ensemble [8] 2636  41.29 7.7-101°  1.2.10%
Transformer (base model) 27.3 38.1 3.3-10'8
Transformer (big) 28.4 41.0 2.3-109

* Nowadays, Transformer is still a standard for MT with additional techniques

En—De

System news2017 news2018
baseline 30.90 45.40
+ langid filtering 30.78 46.43
+ ffn 8192 31.15 46.28
+ BT 33.62 46.66
+ fine tuning - 47.61
+ ensemble - 49.27
+ reranking - 50.63
WMT’18 submission - 46.10
WMT’19 submission 42.7
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Transformer (Self-attention)

* Success of Transformer: Video action recognition [Girdhar et al., 2018]
* Goal: localize the atomic action in space and time

* Previous approaches just use the feature of key frame with object detection
e But, it’s hard to model the interaction between frames

Input clip

(RGB frames) /
S
P 4

Initial actor

u
representation re
’ —_ —|— —_— e

More layers
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Transformer (Self-attention)

* Success of Transformer: Video action recognition [Girdhar et al., 2018]
* Qualitative results of learned attention

* Winner of AVA challenge in 2019: > 3.5 % than previous challenge winner

Method Modalities Architecture Val mAP Test mAP
Single frame [16] RGB, Flow R-50, FRCNN 14.7 -
AVA baseline [16] RGB, Flow 13D, FRCNN, R-50 15.6 -
ARCN [42] RGB, Flow S3D-G, RN 17.4 -
Fudan University - - - 17.16
YH Technologies [52] RGB, Flow P3D, FRCNN - 19.60
. .. I3D, FRCNN, NL, TSN,

Tsinghua/Megvii [23] RGB, Flow C2D. P3D, (3D, FPN 21.08
Ours (Tx-only head) RGB 13D, Tx 24.4 24.30
Ours (Tx+I3D head) RGB 13D, Tx 24.9 24.60
Ours (Tx+I3D+96f) RGB 13D, Tx 25.0 24.93
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Transformer (Self-attention)

* Success of Transformer: Music generation [Huang et al., 2018]

* Goal: generate music which contains structure at multiple timescales (short to long)
* Performance RNN (LSTM): lack of long-term structure

>

> -

I|,._

I
LS
ol
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Pre-training and Fine-tuning Paradigm with Transformers

* Motivation

* Many success of computer vision comes from ImageNet-pretrained networks
* Simple fine-tuning improves the performance than training from scratch

* Q. Then, can we train a similar universal pre-trained network for NLP tasks?
* As labeling of NLP task is more ambiguous, unsupervised pre-training is essential

* Language modeling is simple yet effective pre-training method without label
* i.e., predicting what will be the next word
e With diverse examples, model can learn the useful knowledge about the world

“Overall, the value I got from the two hours watching
it was the sum total of the popcorn and the drink.

The movie was __.” — terrible
. y,

“I wat thinking about the sequence that goes
1,1,2,3 5,8 13,21, ”— 34

“I went to the ocean to see the fish, turtles, seals,
and 7 — sand
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Pre-training and Fine-tuning Paradigm with Transformers

* Motivation

* Many success of computer vision comes from ImageNet-pretrained networks
* Simple fine-tuning improves the performance than training from scratch

* Q. Then, can we train a similar universal pre-trained network for NLP tasks?
* As labeling of NLP task is more ambiguous, unsupervised pre-training is essential
* Language modeling is simple yet effective pre-training method without label
* i.e., predicting what will be the next word

e With diverse examples, model can learn the useful knowledge about the world

* Pre-training for two types of architectures
* Architecture influences the type of pre-training, and specific use cases

2=

Encoders

Decoders

E.g. BERT
Pre-training with masked language modeling
Better use for discriminative tasks (classification)

E.g. GPT
Pre-training with normal language modeling
Better use for generation tasks
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BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

* BERT: Bidirectional Encoder Representations from Transformers [Devlin et al., 2018]
* As encoders get bidirectional context, original language modeling is suboptimal

* Not only left-to-right, but also right-to-left modeling is possible
* Hence, masked language modeling is used for pre-training

* Replace some fraction of words (15%) in the input, then predict these words

Use the output of the 0.1% | Aardvark

masked word’s position
to predict the masked word

Possible classes:
All English words 10% Improvisation

0% | Zyzzyva

[ FFNN + Softmax ]

BERT

Randomly mask coo

15% of tokens
[CLS] [MASK]

Input

[CLS]
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BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

* BERT: Bidirectional Encoder Representations from Transformers [Devlin et al., 2018]
* As encoders get bidirectional context, original language modeling is suboptimal
* Hence, masked language modeling is used for pre-training

* Additionally, next sentence prediction (NSP) task is used for pre-training
* Decide whether two input sentences are consecutive or not

Predict likelihood
that sentence B
belongs after

1% | IsNext

99% NotNext

sentence A
[ FFNN + Softmax ]
LN ]
BERT
Tokenized cee
Input [CLS] [MASK]
Input [CLS) [MASK] [MASK]

Sentence A Sentence B
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BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

* BERT: Bidirectional Encoder Representations from Transformers [Devlin et al., 2018]

* Even without task-specific complex architectures, BERT achieves SOTA for 11 NLP
tasks, including classification, question answering, tagging, etc.

e By simply fine-tuning a whole network with additional linear classifier

Class
Label

0 oD O

BERT

[eafl& |- L& (Gl ]~ [&]

=FE- EEE- &)
‘_|_I I_'_l

Sentence 1 Sentence 2

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

Algorithmic Intelligence Lab

f;is:l Start/End Span
—— 299
e~ (=] - O G=l)- G
BERT BERT
9 0 e N | ™ | e
R g — -~

= OFE- G)

few| & || & ] - €,
i [CLS) || Tok 1 || Tok 2 |
|
|

Single Sentence Question Paragraph
(b) Single Sentence Classification Tasks: (c) Question Answering Tasks:
SST-2, ColA

SQuAD v1.1
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BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

* BERT: Bidirectional Encoder Representations from Transformers [Devlin et al., 2018]
* Even without task-specific complex architectures, BERT achieves SOTA for 11 NLP

tasks, including classification, question answering, tagging, etc.

e By simply fine-tuning a whole network with additional linear classifier

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 85k 5.7k 3.5k 2.5k -
Pre-OpenAlI SOTA 80.6/80.1 66.1 823 932 350 81.0 860 61.7| 74.0
BiLSTM+ELMo+Attn 76.4/76.1 648 799 904 360 73.3 849 568 71.0
OpenAl GPT 82.1/81.4 703 88.1 913 454 80.0 823 560 75.2
BERTgASE 84.6/83.4 71.2 90.1 935 521 85.8 88.9 664 79.6
BERT ArGE 86.7/85.9 72.1 911 949 60.5 865 893 70.1| 81.9
System Dev Test
System DevFl TestFl — EgIM+Glove 51.9 52.7
ELMo+BiLSTM+CRF 95.7 922 ESIM+ELMo 59.1 59.2
CVT+Multi (Clark et al., 2018) - 92.6 BERTg Ak 816 -
BERTgAsE 96.4 924 BERTLARGE 86.6 86.3
BERT} ARGE 96.6 92.8 Human (expert)! - 85.0
Human (5 annotations)! -  88.0
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RoBERTa: A Robustly Optimized BERT Pre-training Approach

* RoBERTa [Liu et al., 2019]

* Simply modifying BERT design choices and training strategies with alternatives
* Using dynamic masking instead of static masking in BERT
* Removing NSP task and generate training data in single document instead
* Much larger data for pre-training: 16GB — 160GB, and etc...

* But, it leads a huge improvement in many downstream tasks

SQuAD

Model data bsz steps (v1.1/2.0)

MNLI-m SST-2

RoBERTa
with BOOKS + WIKI 16GB 8K 100K 93.6/87.3 89.0 95.3
+ additional data (§3.2) 160GB 8K 100K 94.0/87.7 89.3 95.6

+ pretrain longer 160GB 8K 300K 94.4/88.7 90.0 96.1

+ pretrain even longer 160GB 8K 500K 94.6/89.4 90.2 96.4
BERTLARGE

with BOOKS + WIKI 13GB 256 1M  90.9/81.8 86.6 93.7

with BOOKS + WIKI 13GB 256 1M  94.0/87.8 88.4 94.4

+ additional data 126GB 2K 500K 94.5/88.8 89.8 95.6
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GPT: Generative Pre-Training with Transformer’s Decoder

* GPT [Radford et al., 2018]
arg max logp(z) = > po(anlzr, .. wn_1)
n

* Pre-training by language modeling over 7000 unique books (unlabeled data)
* Contains long spans of contiguous text, for learning long-distance dependencies

* Fine-tuning by training a classifier with target task-specific labeled data
 Classifier is added on the final transformer block’s last word’s hidden state

©/€? softmax(h,, Wy)

Linear vy,
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GPT: Generative Pre-Training with Transformer’s Decoder

* GPT [Radford et al

., 2018]

arg max logp(z) = > po(anlzr, .. wn_1)
n

* Pre-training by language modeling over 7000 unique books (unlabeled data)
* Contains long spans of contiguous text, for learning long-distance dependencies

* Fine-tuning by training a classifier with target task-specific labeled data
 Classifier is added on the final transformer block’s last word’s hidden state

Method MNLI-m MNLI-mm SNLI SciTail QNLI RTE
ESIM + ELMo [44] (5%) - - 89.3 - - -
CAFE [58] (5x) 80.2 79.0 89.3 - - -
Stochastic Answer Network [35] (3x) 80.6 80.1 - - - -
CAFE [58] 78.7 77.9 88.5 83.3

GenSen [64] 71.4 71.3 - - 823 59.2
Multi-task BiLSTM + Attn [64] 72.2 72.1 - - 82.1 61.7
Finetuned Transformer LM (ours) 82.1 814 89.9 88.3 88.1 56.0

Algorithmic Intelligence Lab
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GPT-2: Language Models are Unsupervised Multitask Learners

e GPT-2 [Radford et al., 2019]

* Pre-training by language modeling as same as previous GPT-1, but training with..

* Much larger datasets; 8 million documents from web (40 GB of text)
* Much larger model size; # of parameters: 117M (GPT-1) — 1542M (extra-large GPT-2)

GPT-2

EXTRA
LARGE
G pT_ 2 [ C DECODER )\
LARGE .
G PT' 2 g; C DECODER 9
GPT 2 MEDIUM cee 6 DECODER )
: (24 C DECODER ? 5 DECODER D)
SMALL s a( DECODER ), a( DECODER )
12 DECODER ) 3 DECODER D) 3 ( DECODER )
cee 2 DECODER D 2 DECODER ) 2 DECODER )
1 DECODER ) % C DECODER )) % C DECODER )) ! C DECODER >)
Model Dimensionality: 768 Model Dimensionality: 1024 Model Dimensionality: 1280 Model Dimensionality: 1600
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GPT-2: Language Models are Unsupervised Multitask Learners

* GPT-2 [Radford et al., 2019]

* Pre-training by language modeling as same as previous GPT-1, but training with..

* Much larger datasets; 8 million documents from web (40 GB of text)
* Much larger model size; # of parameters: 117M (GPT-1) — 1542M (extra-large GPT-2)

* GPT-2 can perform down-stream tasks in a zero-shot setting
* Via conditional generation without any parameter or architecture modification

Output

Input

recite the first law $

\ )
I

Proper condition
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GPT-2: Language Models are Unsupervised Multitask Learners

* GPT-2 [Radford et al., 2019]

* Pre-training by language modeling as same as previous GPT-1, but training with..
* Much larger datasets; 8 million documents from web (40 GB of text)
* Much larger model size; # of parameters: 117M (GPT-1) — 1542M (extra-large GPT-2)
* GPT-2 can perform down-stream tasks in a zero-shot setting
* Via conditional generation without any parameter or architecture modification
* Remark. Largest model still underfits.. — larger model for better performance?

Reading Comprehension Translation Summarization 10 Question Answering
90 {Human 55 |Unsupervised Statistical MT 32 Lead-3
80 1 ~ 30 8 1 1Open Domain QA Systems 1 1
20 ~ 28 |PGNet
701 w
DrQA+PGNet 5 S 26 g 61
Denoising + Backtranslate = -
15 o o
e oy 4 = 24 {Seq2seq + Attn ]
DrQA @ s 9 4
501 10 {Embed Nearest Neighbor Y 221 =
PGNet o © Random-3
Denoising 9 201
e 5 2 2
| 181 most freq Q-type answer
30
Seq2seq 0 16 0
117M 345M 762M  1542M117M 345M 762M  1542M 117M 345M 762M  1542M117M 345M 762M  1542M
# of parameters in LM # of parameters in LM # of parameters in LM # of parameters in LM

Figure 1. Zero-shot task performance of WebText LMs as a function of model size on many NLP tasks. Reading Comprehension results
are on CoQA (Reddy et al., 2018), translation on WMT-14 Fr-En (Artetxe et al., 2017), summarization on CNN and Daily Mail (See et al.,
2017), and Question Answering on Natural Questions (Kwiatkowski et al., 2019). Section 3 contains detailed descriptions of each result.
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GPT-3: Language Models are Few-shot Learners

* GPT-3: Language Models are Few-shot Learners [Brown et al., 2020]
* First very large language models (1B — 175B parameters)

* With this scale-up, new capability of LMs suddenly emerges

* E.g., it can adapt to new tasks perform in-context learning without fine-tuning
* In-context learning (prompting); adapting to task from examples with some context

The three settings we explore for in-context learning

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French: task descri iption
cheese => prompt
One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French:

task description

Zero-shot One-shot Few-shot

Natural Language
Prompt

\

60

175B Params

GPT-3

sea otter => loutre de mer example
cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

sea otter => loutre de mer examples
peppermint => menthe poivrée
plush girafe => girafe peluche

cheese => prompt

Translate English to French: task description

50
g\; 40
g N
;d * HOFLRIEE - 13B Params
20
10
1.3B Params
Number of Examples in Context (K) G PT—Z
Setting NaturalQS WebQS TriviaQA
RAG (Fine-tuned, Open-Domain) [LPP*20] 44.5 45.5 68.0
T5-11B+SSM (Fine-tuned, Closed-Book) [RRS20] 36.6 44.7 60.5
T5-11B (Fine-tuned, Closed-Book) 34.5 37.4 50.1
GPT-3 Zero-Shot 14.6 14.4 64.3
GPT-3 One-Shot 23.0 25.3 68.0
GPT-3 Few-Shot 29.9 41.5 71.2
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GPT-3: Language Models are Few-shot Learners

* GPT-3: Language Models are Few-shot Learners [Brown et al., 2020]
* First very large language models (LLMs, 1B — 175B parameters)

* With this scale-up, new capability of LMs suddenly emerges
* E.g., it can adapt to new tasks perform in-context learning without fine-tuning
* It enables us to do a lot of interesting applications!

E.g.,

Describe a layout.

GPT-3 Quick Response by OthersideAl

Just describe any layout you want, and it'll try to render below!
Quickly write an email in your style by simply stating the points you would like to get across 4

Request beta access at othersideai.com &

[ a button that looks like a watermelon . ]

Received Email Matt

Thanks for chatting last week. Hearing your vision for Otherside got both
Jim and | really excited. We really like where you're going with this. After

- e ' . 0 . : " talking with my partners yesterday, we're looking at making an
<button style={{backgroundColor: 'pink', border: '2px solid green', borderRadius: investment of $100K into Otherside on 8 SAFE. Would this be sufficient

'50%', padding: 20, width: 100, height: 100)})}>Watermelon</button> 0 join your round? If so, we'll send over our proposed terms

On another note, as we discussed, let me know about your estimated
market size

Please let me know. Looking forward to an amazing journey together!

Thanks

Watermelon Response Points * thanks

*no

* our minimum ig$150K investment
* would $150K bé possible

Generate Email

0:16/1:18 ¢

Simple code generation Email response
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Overview

Part 3. Recent Advances in Large Language Models
* Large language models beyond GPT-3
* Better training schemes for large language model
* Applications: ChatBot (e.g., ChatGPT)

Algorithmic Intelligence Lab
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Beyond GPT-3

* GPT-3 reveals the effectiveness of large-scale language models and datasets
* Performance improves as the size of model and dataset increase [Kaplan et al., 2020]
* Few-shot adaptability to new task (in-context learning) is also significantly improved

Aggregate Performance Across Benchmarks (42 tasks)

4.2 100

—— L=(N/8.8-1013)70076

5.6
4.8

—— L=(D/5.4-1013)700%

Few Shot
—e— One Shot
80 —e— Zero Shot

3.9

3.6 4.0

[=2]
=]

Accuracy
S
o

3.3 3.2

Test Loss

3.0
2.4

2.7 r . - r r
! 108 10° 10° 107 10°

Dataset Size Parameters
tokens non-embedding

N
o

0
0.1B 0.4B 0.8B 1.3B 2.6B 6.7B 13B 175B
Parameters in LM (Billions)

* Success of GPT-3 opens up the following research questions:
1. Can we develop better LLMs via scaling up?
2. What is a better training scheme for these LLMs than language modeling?
3. Are these LLMs really useful for real world application?
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Language Models beyond GPT-3 : Gopher

* Gopher [Racetal, 2022]
* 280 billion parameters: 80 Transformer layers with 16,384 hidden dimensions

* Model modification: (1) RMSNorm and (2) relative positional encoding
* RMSNorm [Zhang et al., 2019] removes unnecessary scaling term in LayerNorm

n

1« )
a; — ., E ) = .
LayerNorm: a’z e 'LLgZ M= n a; o= J ﬁ E (az M)Q
=1

g =1
RMSNorm: a; = Lg- RMS(a) = li 2
" "7 RMS(a)”" RPN

* Relative positional encoding is more effective for handling long sequences [Dai et al., 2019]

Model r=01r=05r=1.0
Transformer-XL 151M 900 800 700
QRNN 500 400 300
LSTM 400 300 200
Transformer-XL 128M 700 600 500
- use Shaw et al. (2018) encoding 400 400 300
- remove recurrence 300 300 300
Transformer 128 128 128

Relative Effective Context Length
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Language Models beyond GPT-3 : Gopher

* Gopher [Racetal, 2022]

* Pre-training on new large text dataset: MassiveText
* Number of tokens in datasets: 2350 B (Gopher) vs 333.7 B (MT-NLG)

* Sampling portion affect to performance — Gopher is much effective on Books like tasks

Algorithmic Intelligence Lab

Percent Improvement

30

20

10

0

-10

-20

-30

Disk Size Documents Tokens Sampling proportion
MassiveWeb 1.9TB 604M  506B 48%
Books 2.1TB 4M 560B 27%
C4 0.75TB 361M 182B 10%
News 2.7 TB 1.1B 676B 10%
GitHub 3.1TB 142M  422B 3%
Wikipedia  0.001 TB 6M 4B 2%

Ubuntu IRC?

DM Mathematics?

OpenWebText22

USPTO Backgrounds?

Pile-CC?
HackerNews?
OpenSubtitles?
GitHub?

NIH ExPorter?

PubMed Abstracts?

FreeLaw?®

Books22

Phil Papers?
ArXiv?
WikiText-1031

StackExchange?

Books32

|

PubMed Central?

Gutenberg (PG-19)*
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Language Models beyond GPT-3 : Gopher

* Gopher [Racetal, 2022]
* Pre-training on new large text dataset: MassiveText
* Overall, Gopher outperforms the existing SOTA LMs

* Performance improvement compared to the best among {GPT-3, Jurrasic-1, MT-NLG}
* Gopher improves the performance across 100 / 124 tasks

120%

100%

=]
3
R

Percent Change
B (=)}
(=] o
X X

N
o
X

0% g

Do n\\“ g.uuu““lﬂ‘ L..m||||||\l\“|“|| il u\||“
Il I Il I

Language Modelling Maths Common Logical Fact Checking STEM & Medicine Humanities & Reading
S R ing & General Knowledge Ethics Comprehension

Gopher GpT:3 Megatron-Turing ALBERT Amazon Human

417M 14B 7.1B 280B 175B 530B (ensemble) Turk Ceiling
RACE-h 27.2 26.0 30.6 71.6 46.8 47.9 90.5 69.4 94.2
RACE-m 26.2 25.0 31.8 75.1 58.1 n/a 93.6 85.1 95.4

Results on reading comprehension tasks
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Language Models beyond GPT-3 : Chinchilla

e Chinchilla [Hoffmann et al., 2022]

* Motivation: current large language models are significantly undertrained

* Due to recent focus on scaling LMs whilst keeping the amount of training data constant
— But, performance also critically depends on number of trained tokens [Kaplan et al., 2020]

* Q. Given a FLOPs budget, how should one trade-off model size and the number of tokens?

4.2
—_— L= (D/5.4 i 1013)—04095 5.6 _— = (N/88 . 1013)—0.076
3.9 08
(/)]
g 36 4.0
-
et
an 3.3 3.2
Q@
3.0
2.4
27 : : : : :
1 108 10° 10° 107 109
Dataset Size Parameters
tokens non-embedding
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Language Models beyond GPT-3 : Chinchilla

* Chinchilla [Hoffmann et al., 2022]
* Motivation: current large language models are significantly undertrained

* Multiple approaches reveal new optimal parameter/training tokens trade-off
* Approach 1. Fix model sizes and vary number of training tokens

-10B 1T

15T
1012
-2.5B 100B 678
o 101 e’
g @ gt
L500M o 10B - o ‘.
2som B oy 2 it
8 i fae o
1.0B .
75M . 3/ n{"'
w4 s
- 100~
. 00M  FE

107 10 10 102 102! 102 10Y7 10%° 102 102 0% 10V 10%° 102 102 10%
FLOPS FLOPs FLOPs

» Approach 2. IsoFLOP profiles (i.e., same FLOP by varying the trade-off)
* Approach 3. Fitting a parametric loss function (with multiple models on different trade-off)

Approach Coeff. a where N, o< C?  Coeff. b where D, o C?
1. Minimum over training curves 0.50 (0.488,0.502) 0.50 (0.501,0.512)
2. IsoFLOP profiles 0.49 (0.462,0.534) 0.51 (0.483,0.529)
3. Parametric modelling of the loss 0.46 (0.454,0.455) 0.54 (0.542,0.543)
Kaplan et al. (2020) 0.73 0.27
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Language Models beyond GPT-3 : Chinchilla

e Chinchilla [Hoffmann et al., 2022]

* Motivation: current large language models are significantly undertrained
* Multiple approaches reveal new optimal parameter/training tokens trade-off
* Previous LLMs follow the previous optimal trade-off

* Chinchilla follows new optimal by reducing the model size while increasing training tokens

(to keep same total FLOPs)

1T

100B

10B

Parameters

1.0B

100M

Algorithmic Intelligence Lab

Approach 1
Approach 2
Approach 3

- Kaplan et al (2020)

Chinchilla (70B)
Gopher (280B)
GPT-3 (175B)

Megatron-Turing NLG (530B)

Parameters FLOPs FLOPs (in Gopher unit) Tokens
400 Million 1.92e+19 1/29, 968 8.0 Billion
1 Billion 1.21e+20 1/4,761 20.2 Billion

10 Billion 1.23e+22 1/46  205.1 Billion
67 Billion 5.76e+23 1 1.5 Trillion
175 Billion 3.85e+24 6.7 3.7 Trillion
280 Billion 9.90e+24 17.2 5.9 Trillion
520 Billion 3.43e+25 59.5  11.0 Trillion
1 Trillion 1.27e+26 221.3  21.2 Trillion
10 Trillion 1.30e+28 22515.9 216.2 Trillion

1021 1023 1025

FLOPs
Model Size (# Parameters) Training Tokens
LaMDA (Thoppilan et al., 2022) 137 Billion 168 Billion
GPT-3 (Brown et al., 2020) 175 Billion 300 Billion
Jurassic (Lieber et al., 2021) 178 Billion 300 Billion
Gopher (Rae et al., 2021) 280 Billion 300 Billion
MT-NLG 530B (Smith et al., 2022) 530 Billion 270 Billion
Chinchilla 70 Billion 1.4 Trillion
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Language Models beyond GPT-3 : Chinchilla

e Chinchilla [Hoffmann et al., 2022]
e Chinchilla significantly outperforms the previous LLMs

* Results on MMLU [Hendrycks et al., 2020] (Massive Multitask Language Understanding)
* MMLU consists of 57 different tasks
» 7.6% average improvement — (vs Gopher) 51 wins, 2 ties, 4 loses on 57 tasks

Random 25.0%
Average human rater 34.5%
GPT-3 5-shot 43.9%
Gopher 5-shot 60.0%
Chinchilla 5-shot 67.6%
Average human expert performance 89.8%
June 2022 Forecast 57.1%
June 2023 Forecast 63.4%
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Chinchilla

Language Models beyond GPT-3

e Chinchilla [Hoffmann et al., 2022]

* Chinchilla significantly outperforms the previous LLMs

* Results on BIG-bench [Rae et al., 2021]

BIG-bench consists of 62 different tasks

10.7% average improvement — (vs Gopher) 57 wins, 1tie, 4 loses on 62 tasks
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Language Models beyond GPT-3 : PaLM

* PaLM (Pathways Language Model) [chowdhery et al., 2022]

* Pathways: Distributed learning system of google with TPU [Barham et al., 2022]
Make it possible to efficiently train tremendous parameters with many TPUs (6144 TPUs)

* 540B parameters (largest): 118 Transformer layers with 18,432 hidden dimensions

e Largest Transformer-based language model in the world

# of Parameters Accelerator chips Model FLOPS

Model (in billions) utilization
GPT-3 175B V100 21.3%
Gopher 280B 4096 TPU v3 32.5%
Megatron-Turing NLG 530B 2240 A100 30.2%
PaLM 540B 6144 TPU v4 46.2%

e 780B training tokens: smaller than Chinchilla, but 4x larger FLOPs in total

Total dataset size = 780 billion tokens

Proportion of data

Data source

Social media conversations (multilingual) 50%
Filtered webpages (multilingual) 27%
Books (English) 13%
GitHub (code) 5%
Wikipedia (multilingual) 4%

1%

News (English)
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Language Models beyond GPT-3 : PaLM

* PaLM (Pathways Language Model) [chowdhery et al., 2022]

* PaLM shows the better performance compared to previous LLMs
* Hence, it is now used as a standard in google (e.g., PaLM is backbone of BARD)
e Results on MMLU

Model Average  Humanities @ STEM  Social Sciences  Other
Chinchilla 70B (Prior SOTA) 67.5 63.6 54.9 79.3 73.9
PaLM 8B 25.3 25.6 23.8 24.1 27.8
PaLM 62B 53.7 59.5 41.9 62.7 55.8
PaLM 540B 69.3 77.0 55.6 81.0 69.6

e Results on BIG-Bench

Performance on 58 Tasks Performance on 150 Tasks

[e]
o

—e— Gopher 5-shot
—&— Chinchilla 5-shot

Avg.)
~
o

PaLM 0-shot
—<— PalLM 1-shot

80

GPT-3 0-shot 60 " _« paLM 5-shot
0 T e s0 == ramn v
=== Human (Best)
- —<— PalM 1l-shot = oA _ 40
a0 T PaLM 5-shot
——=- Human (Avg.) 30

=== Human (Best)

N

o
N
o

Normalized Preferred Metric (Avg.)
=
o

Normalized Preferred Metric (

-
f.—-.’

—cg=eT e
o — =

o
o

108 10° 1010 101t 10%° 1012
Model Parameters (Non-Embedding) Model Parameters (Non-Embedding)
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Language Models beyond GPT-3 : LLaMA

* LLaMA (Large Language model Meta Al) [Touvron et al., 2023]
e Recently released LLMs by MetaAl under similar approach with Chinchilla

* Namely, smaller model sizes (7B to 65B) with larger training tokens (1.4T)

* With some architectural modification based on previous works (from GPT-3, PaLM)

* But, different to previous LLMs, LLaMA is built on publicly available data only (open-source)

LLaMA 7B

LLaMA 13B
LLaMA 33B
LLaMA 65B

Algorithmic Intelligence Lab

0 200 400 600 800 1000 1200 1400
Billion of tokens

Dataset Sampling prop. Epochs Disk size
CommonCrawl  67.0% 1.10 3.3TB
C4 15.0% 1.06 783 GB
Github 4.5% 0.64 328GB
Wikipedia 4.5% 2.45 83 GB
Books 4.5% 2.23 85 GB
ArXiv 2.5% 1.06 92 GB
StackExchange 2.0% 1.03 78 GB
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Language Models beyond GPT-3 : LLaMA

* LLaMA (Large Language model Meta Al) [Touvron et al., 2023]
e Recently released LLMs by MetaAl under similar approach with Chinchilla
* Namely, smaller model sizes (7B to 65B) with larger training tokens (1.4T)
* With some architectural modification based on previous works (from GPT-3, PaLM)
e But, different to previous LLMs, LLaMA is built on publicly available data only (open-source)
* Comparable performance to Chinchilla
e Better performance on 1) zero-shot common sense reasoning and 2) question & answering

BoolQ PIQA SIQA HellaSwag WinoGrande ARC-e ARC-c OBQA 0-shot 1-shot 5-shot 64-shot
GPT-3 175B  60.5 81.0 - 78.9 70.2 68.8 51.4 57.6 GPT-3 175B 14.6 23.0 - 29.9
Gopher 280B 793 81.8 50.6 79.2 70.1 - - - Gopher 280B 10.1 - 245 282
Chinchilla 70B 83.7 81.8 51.3 80.8 74.9 - - - Chinchilla 70B 16.6 - 315 355
PalLM 62B 848 80.5 - 79.7 77.0 75.2 52.5 50.4 8B 84 106 i} 14.6
PaLM-cont 62B 839 814 - 80.6 71.0 - - - Pal.M 2B 18.1 265 - 27.6
PalLM 540B 88.0 823 - 83.4 81.1 76.6 53.0 53.4 540B 212 293 - 39.6
7B 76,5 79.8 489 76.1 70.1 72.8 47.6 57.2 7B 168 187 220 26.1
13B  78.1 80.1 504 79.2 73.0 74.8 52.7 56.4 13B 20.1 234 281 319
LLaMA 338 831 823 504 8238 760 800 578 586 [LMA a3 540 283 329 360
65B 853 828 523 84.2 77.0 78.9 56.0 60.2 65B 238 31.0 350 399

Table 3: Zero-shot performance on Common Sense Reasoning tasks. Table 4: NaturalQuestions. Exact match performance.
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Language Models beyond GPT-3 : LLaMA

* LLaMA (Large Language model Meta Al) [Touvron et al., 2023]

e Recently released LLMs by MetaAl under similar approach with Chinchilla
* Namely, smaller model sizes (7B to 65B) with larger training tokens (1.4T)
* With some architectural modification based on previous works (from GPT-3, PaLM)

e But, different to previous LLMs, LLaMA is built on publicly available data only (open-source)

* Comparable performance to Chinchilla
e Better performance on 1) zero-shot common sense reasoning and 2) question & answering

* Worse performance on popular benchmark in LLMs (MMLU)

Algorithmic Intelligence Lab

Humanities STEM Social Sciences Other Average
GPT-NeoX 20B 29.8 349 33.7 3739 33.6
GPT-3 175B 40.8 36.7 50.4 48.8 43.9
Gopher 280B 56.2 474 71.9 66.1 60.0
Chinchilla 70B 63.6 54.9 79.3 73.9 67.5
8B 25.6 23.8 24.1 27.8 254
PalL.M 62B 59.5 419 62.7 55.8 53.7
540B 77.0 55.6 81.0 69.6 69.3
7B 34.0 30.5 38.3 38.1 35.1
M 13B 45.0 35.8 53.8 533 46.9
LL 33B 55.8 46.0 66.7 63.4 57.8
65B 61.8 51.7 72.9 67.4 63.4

Table 9: Massive Multitask Language Understanding (MMLU). Five-shot accuracy.
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Better Training Scheme for Large Language Models

* Although language modeling is an effective training scheme with unlabeled text
data, there are remained limitations

arg max logp(x) = Z po(TnlT1,. ..., Tn_1)

e Zero-shot performance is much worsen that Few-shot performance
* Multi-task generalization via LM is indirectly obtained — Suboptimality

Setting NaturalQS WebQS TriviaQA
RAG (Fine-tuned, Open-Domain) [LPP*20] 44.5 45.5 68.0
T5-11B+SSM (Fine-tuned, Closed-Book) [RRS20] 36.6 44.7 60.5
T5-11B (Fine-tuned, Closed-Book) 34.5 374 50.1
GPT-3 Zero-Shot 14.6 14.4 64.3
GPT-3 One-Shot 23.0 253 68.0
GPT-3 Few-Shot 29.9 41.5 71.2

Results on three open-domain QA tasks [Brown et al., 2020]
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Better Training Scheme for Large Language Models: FLAN

* FLAN [weietal., 2022]

* Intuition: NLP tasks can be described via natural language instructions
* E.g., “Is the sentiment of this movie review positive or negative?’

* |t offers a natural and intuitive way for adapting LM to any task
* Method: fine-tuning LMs (e.g., GPT-3) with instructions instead of prompts
* Remark. Very similar approach is also proposed by other group: TO [Sanh et al., 2022]

(A) Pretrain—finetune (BERT, T5)

e Typically requires many
task-specific examples

* One specialized model
for each task

Pretrained Finetune on Inference
task A > ontask A

(B) Prompting (GPT-3)

Improve performance

via few-shot prompting
or prompt engineering Inference
> on task A

Pretrained
LM

(C) Instruction tuning (FLAN)

- Instruction-tune on
Pretrained % Inference
R — =3

Model learns to perform Inference on
many tasks via natural unseen task
language instructions
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Better Training Scheme for Large Language Models: FLAN

* FLAN [wei et al., 2022]
* Intuition: NLP tasks can be described via natural language instructions
* E.g., “Is the sentiment of this movie review positive or negative ?”
* |t offers a natural and intuitive way for adapting LM to any task
* Method: fine-tuning LMs (e.g., GPT-3) with instructions instead of prompts
* Toincrease the diversity, multiple instructions are constructed for each task
* Model output is given as text = each class is mapped to corresponding text

Premise Template 1 Template 3
Jemplaie | Jempaley ~

Russian cosmonaut Valery Polyakov <premise> Read the following and
25;:::1:1?;?11?5;%;%:?: ? entin Based on the paragraph determine if the hypothesis can
space, a staggering 438 dayg above, can we conclude that be inferred from the premise:
between 1994 and 1995. <hypothesis>? Premise: <premise>
Hobalieale @ N C°pt'°"s> _J | Hypothesis: <hypothesis>

- 7 Template 2 <options>
Russians hold the record for the 7 ~
longest stay in space. <premise> \_ .
Target o Can we infer the following? Temp|ate 4. ...

ptions: :

Entailment => - <hypothesis> ( )
Not entailment - no Coptions> )

Different instructions (i.e., templates) for given example in NLI task

Algorithmic Intelligence Lab
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Better Training Scheme for Large Language Models: FLAN

* FLAN [weietal., 2022]
* Method: fine-tuning LMs (e.g., GPT-3) with instructions instead of prompts
* For multi-task generalization, LM is trained with many tasks simultaneously
* There might be an implicit learning with similar task

* To truly measure unseen generalization, relevant tasks are removed when it’s evaluated
* E.g., measure zero-shot on ANLI — remove other 6 NLI datasets for fine-tuning

(N_g_q_es_atural language infer nce\ E_Qmmo_s_e_s_em ( Sentiment \( Paraphrase ) w fsnu.c.t_tg_text\ (ILanslatign\
(7 datasets) (4 datasets) (4 datasets) (4 datasets) (3 datasets) (4 datasets) (8 datasets)

(ANLI(R1-R3))( RTE  )[|( CoPA )[[( IMDB ) (" MRPC ) || (ARC (easyichal.) ) | | (CommonGen ) | | ( Paracrawl ENDE )
( cB ) SNL )||(Hellaswag)||(_sent140 )||( aap )||(_ Na ){|(_ DART )||(Paracraw enes)
( MNLE ) wWNL ) PieA )| ssT-2 || paws )||( T@A  )||(_E2ENLG ) || (Paracraw ENIFR)

QNLI StoryCloze Yel WEBNLG WMT-16 EN/CS
- /k( - )Jk( h ))\ STSB ‘A )\C ))( )
: i
Reading comp. Read. comp. w, Misc. Summarization

(5 datasets) commonsense (3 datasets) (7 datasets) (11 datasets)

((Boolq )(0BQA)|| (2datasets) DPR CoQA )(TREC )| | (_AESLC ) (Multi-News ) (_SamSum )
- QuAC )(CoLA )| | C_ AG News ) (_Newsroom ) (Wiki Lingua EN )

( DR'OP )(sQuAD )| | ( CosmosQA ) | | ( Winogrande ) =Wic X Maih ) | ONNDM ) (ammeomes) (380 | | (o
LMuI’thC ( ReCoRD )||( wscC273 ) ((Fix Punctuation (NLG) )| | (__Gigaword ) (Opin-Abs: Movie ) I\ )
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Better Training Scheme for Large Language Models: FLAN

* FLAN [weietal., 2022]

* FLAN significantly improves the zero-shot performance on many tasks
* Fine-tuned from LaMDA-PT 137B (Google’s LLM before PaLM)

Natural language inference

ANLI R2
ANLI R3
ANLI R1
CB

RTE

Reading comprehension

MultiRC
OBQA
BoolQ

Closed-book

NQ O
ARC-c
TQA
ARC-e

Translation

ENtoRO O
EN to DE
EN to FR
FRto EN
RO to EN
DE to EN

4 k Supervised model

O %
CC i
O

X FLAN 137B

O LaMDA-PT137B
GPT-3 175B
GLaM 64B/64E

Algorithmic Intelligence Lab
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40 60 80 100

Zero-shot performance
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Better Training Scheme for Large Language Models: FLAN

* FLAN [wei et al., 2022]
* FLAN significantly improves the zero-shot performance on many tasks

* Followings are crucial components for improvement:
1. Number of given instructions during instruction tuning
2. Number of model parameters
3. Specific ways for giving instructions

©
o

Held-out clusters Performance on held-out tasks FT: no instruction

. . 37.3
— Commonsense 70 . . s
/\_/“ Instruction tuning Eval: instruction
70 : .
60 619 635

59.3 592 — Average FT: dataset name

D
o

Performance (%)
on held-out cluster
3

on 13 held-out tasks (%)

s, _NLI Eval: instruction
Untuned model FT: dataset name _ 470
Eval: dataset name ’
30
# clusters: 1 2 3 4 5 6 7
(# datasets):  (11) (20) (26) (30) (34) (37) (39)
FLAN)
S « (
6\'&\ @& @0@. e(\\ &;\@ o@'\e xoo\\ % 20 30 40 50 60
x

) '747.¢-’-4>°'A\ Closed-book QA
FT: instruction 55.
40 Eval: instruction :
RO o‘(\Q & \jS\ (\oe Q?*
N x 0.4B 28 8B 688 137B Zero-shot performance

* Clusters used for lnstruction tuning Model Size (# parameters) (4 task cluster avg.)

Average zero-shot accuracy

e Also, FLAN is generalizable with few-shot adaptation

80 0 80.8 Zero-shot FLAN

80
63 o 674 [ Few-shot FLAN
59.3 59 6 60.0

60 54.7

I 49.4
i 39.2

31.0 33 0 I

20

NLI

Task Cluster: Read. Comp Closed- BookQA Commonsense Coreference Translatlon Struct to text
# datasets: 4

Performance
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Better Training Scheme for Large Language Models: Chain-of-thought

* Chain-of-Thought (CoT) [wei et al.,, 2022]
* CoT incorporates an intermediate reasoning step in both training/predictions
* Namely, additionally gathering reasoning part of training samples
* Prediction process could be decomposed into 1) reasoning and 2) answering

* Reasoning: Given examples and target input, generating chain-of-thoughts (CoT)
about the target input

* Answering: Conditioned on examples, target input and CoT, generating answer sentence

Standard Prompting Chain of Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

\— P,

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have? J

A: The answer is 27. €

Algorithmic Intelligence Lab
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Better Training Scheme for Large Language Models: Chain-of-thought

* Chain-of-Thought (CoT) [wei et al.,, 2022]

* CoT incorporates an intermediate reasoning step in both training/predictions
* Results

* PaLM is the largest LM by Google similar to GPT-3
* e.g., Significant improvement on Grade-school Math Problems (GSM8K)

PaLM
@ Standard % Chain of thought
60
~ 40
X
Q
©
2
S 20
N
0
5 10 50 100 500

Model scale (billions of params)
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Better Training Scheme for Large Language Models: Chain-of-thought

* Chain-of-Thought (CoT) [wei et al.,, 2022]
* CoT incorporates an intermediate reasoning step in both training/predictions
* Results
* PalLM is the largest LM by Google similar to GPT-3
* e.g., Significant improvement on Grade-school Math Problems (GSM8K)
* e.g., Better generalization on task

“In domain” 00D length generalization
(2 letters) (4 letters)
Last Letter Concatentation @ Standard % Chain of thought @ Standard % Chain of thought
100 100
Q: Take the last letters of the words
in "Elon Musk" and concatenate 75 75
them. S £
) 2
A: The last letter of “Elon” is “n”. = e E 50
> >
The last letter of “Musk” is “k”. 3 2
Concatenating them is “nk”. So the 25 22
answer is nk. g ——
05 10 50 100 500 05 10 50 100 500
Model scale (billions of params) Model scale (billions of params)
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Better Training Scheme for Large Language Models: Chain-of-thought

* Chain-of-Thought (CoT) [wei et al.,, 2022]
* CoT incorporates an intermediate reasoning step in both examples/predictions

* Prediction process could be decomposed into 1) reasoning and 2) answering

* Reasoning: Given examples and target input, generating chain-of-thoughts (CoT)
about the target input

* Answering: Conditioned on examples, target input and CoT, generating answer sentence

Standard Prompting Chain of Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples
k J \do they have? J

A:

A: The answer is 27. x )

answer is 9.
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Better Training Scheme for Large Language Models: Chain-of-thought

* Chain-of-Thought (CoT) [wei et al.,, 2022]

* CoT incorporates an intermediate reasoning step in both examples/predictions
* Results

* PaLM is the largest LM by Google similar to GPT-3
* e.g., Significant improvement on Grade-school Math Problems (GSM8K)

PaLM
@ Standard % Chain of thought
60
~ 40
X
Q
©
2
S 20
N
0
5 10 50 100 500

Model scale (billions of params)
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Better Training Scheme for Large Language Models: Chain-of-thought

* Chain-of-Thought (CoT) [wei et al.,, 2022]
* CoT incorporates an intermediate reasoning step in both examples/predictions
* Results
* PalLM is the largest LM by Google similar to GPT-3
* e.g., Significant improvement on Grade-school Math Problems (GSM8K)
* e.g., Better generalization on task

“In domain” 00D length generalization
(2 letters) (4 letters)
Last Letter Concatentation @ Standard % Chain of thought @ Standard % Chain of thought
100 100
Q: Take the last letters of the words
in "Elon Musk" and concatenate 75 75
them. S £
) 2
A: The last letter of “Elon” is “n”. = e E 50
> >
The last letter of “Musk” is “k”. 3 2
Concatenating them is “nk”. So the 25 22
answer is nk. g ——
05 10 50 100 500 05 10 50 100 500
Model scale (billions of params) Model scale (billions of params)
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Better Training Scheme for Large Language Models: Self-consistency

 Self-consistency (SC) [wang et al., 2022]
* New decoding strategy to replace the greedy decoding strategy used in CoT

e 1) Multiple answering by sampling different CoTs — 2) Aggregating answers

Chain-of-thought
prompting

Self-consistency

ﬂ): If there are 3 cars in the parking \

\& /

Algorithmic Intelligence Lab

model

Language

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Sample a diverse set of
reasoning paths p:

S e e e e e v w—

She has 16 - 3 - 4 =9 eggs

she has 9 eggs * $2 = $18.

The answer is $14.

Marginalize out reasoning paths
to aggregate final answers

lot and 2 more cars arrive, how many left. So she makes $2* 9= | The answer is $18.

cars are in the parking lot? $18 per day. [ ) \

A: There are 3 cars in the parking lot t ~ \

already. 2 more arrive. Now there are This means she she sells the \

3+ 2=5cars. The answer is 5. remainder for $2 * (16 - 4 - 3). The answer is $26. Y

Q Janet’s ducks lay 16 eggs per day. Language = $26 per day. : ) Th is $18
She eats three for breakfast every del - ol LR L
morning and bakes muffins for her mode She eats 3 for breakfast, so | N

friends every day with four. She sells she has 16 - 3 = 13 left. Then |

the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.

much does she make every day? has 13 - 4 = 9 eggs left. So !
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Better Training Scheme for Large Language Models: Self-consistency

 Self-consistency (SC) [wang et al., 2022]
* New decoding strategy to replace the greedy decoding strategy used in CoT

* |tis a simple modification, but significantly effective on many tasks for CoT
e Arithmetic reasoning

Method AddSub  MultiArith ASDiv. AQuA SVAMP  GSM8K
Previous SOTA ~ 94.9° 60.5° 753" 37.9° 574 35°./ 559
UL2-20B CoT-prompting 18.2 10.7 16.9 23.6 12.6 4.1
g Self-consistency 24.8 (+6.6) 15.0 (+4.3) 21.5+4.6) 26.9 (+33) 19.4 (+6.8) 7.3 (+3.2)
CoT-prompting 52.9 o918 49.0 {1 o 4 38.9 17.1
LaiDe-[318 Self-consistency 63.5 (+10.6) 75.7 (+23.9) 58.2 (+9.2) 26.8 (+9.1) 53.3 (+14.4) 27.7 (+10.6)
PaLM-540B CoT-prompting 91.9 94.7 74.0 35.8 79.0 56.5
Self-consistency 93.7 (+1.8) 99.3 (+4.6) 81.9 (+7.9) 48.3 (+12.5) 86.6 (+7.6) 74.4 (+17.9)
GPT-3 CoT-prompting 57.2 59.5 927 18.9 39.8 14.6
Code-davinci-001 Self-consistency 67.8 (+10.6) 82.7 (+23.2) 61.9 (+9.2) 25.6 (+6.7) 54.5 (+14.7) 23.4 (+8.8)
GPT-3 CoT-prompting 89.4 96.2 80.1 39.8 75.8 60.1

Code-davinci-002  Self-consistency 91.6 (+2.2) 100.0 (+3.8) 87.8 (+7.6) 52.0 (+122) 86.8 (+11.0) 78.0 (+17.9)
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Better Training Scheme for Large Language Models: Self-consistency

 Self-consistency (SC) [wang et al., 2022]
* New decoding strategy to replace the greedy decoding strategy used in CoT
* |tis a simple modification, but significantly effective on many tasks for CoT

e Arithmetic reasoning

* Commonsense and symbolic reasoning

Method CSQA StrategyQA ARC-e ARC-c Letter (4) Coinflip (4)

Previous SoTA  91.2° 73.9 86.4¢ 75.0¢ N/A N/A

UL2-20B CoT-prompting 51.4 53.3 61.6 42.9 0.0 504
Self-consistency 55.7 (+4.3) 54.9 (+1.6) 69.8 (+8.2) 49.5 +6.8) 0.0 (+0.0) 50.5 (+0.1)

) CoT-prompting 57.9 65.4 75.3 55.1 8.2 72.4
LaMDALS78 Self-consistency 63.1 (+5.2) 67.8 (+2.4)  79.3 (+4.0) 59.8 (+4.7) 8.2 (+0.0) 73.5 (+1.1)

Pal.M-540B CoT-prompting 79.0 75.3 95.3 85.2 65.8 88.2
Self-consistency 80.7 (+1.7) 81.6 (+6.3) 96.4 (+1.1) 88.7 (+3.5) 70.8 (+5.0) 91.2 (+3.0)

GPT-3 CoT-prompting 46.6 56.7 63.1 43.1 7.8 714
Code-davinci-001 Self-consistency 54.9 (+8.3) 61.7 (+5.00  72.1 (+9.0) 53.7 (+10.6) 10.0 (+2.2) 75.9 (+4.5)

GPT-3 CoT-prompting 79.0 73.4 94.0 83.6 70.4 99.0
Code-davinci-002 Self-consistency 81.5 (+2.5) 79.8 (+64)  96.0 (+2.0) 87.5 (+3.9) 73.4 (+3.0) 99.5 (+0.5)
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Better Training Scheme for Large Language Models: FLAN-PaLM

* FLAN-PaLM [chung et al., 2022]
* Scaling up in many aspects, compared to the original FLAN

* Model size: 137B (LaMDA) — 540B (PaLM)
* Number of fine-tuning datasets: 62 datasets — 473 datasets (including CoT datasets)

540B model

L

60

\

62B model

»—4/‘/."—-’

—e— 1,836 tasks 8B model

—o— 282 tasks
89 tasks
9 tasks p

—e— No finetuning

I
o
I
o

[\~
o

S
Normalized average on
held-out tasks (%)

Normalized average on
held-out tasks (%)

8B 62B 540B 0 9 89 282 682 1,836
Model size (# parameters) Number of finetuning tasks
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Better Training Scheme for Large Language Models: FLAN-PaLM

* FLAN-PaLM [chungetal., 2022]

* Along with recent techniques of LLMs, it shows the current state-of-the-art results

* Chain-of-thought

MMLU BBH-nlp BBH-alg TyDiQA MGSM

Random
- Average human rater

May 2020 GPT-3 5-shot

Mar. 2022  Chinchilla 5-shot

Apr. 2022 PalLM 5-shot
Flan-PaLM 5-shot
Flan-PaLM 5-shot: CoT + SC
Average human expert

Oct. 2022

25.0
34.5
439
67.6
69.3
72.2
75.2
89.8

Performance on MMLU

Prior best 69.3° 73.5° 73.9° 81.9¢ 55.0¢
Pal.M 540B
- direct prompting 69.3 62.7 38.3 52.9 18.3
- CoT prompting 64.5 71.2 57.6 - 459
- CoT + self-consistency ~ 69.5 782 62.2 - 57.9
Flan-PaLM 540B
- direct prompting 72.2 70.0 48.2 67.8 21.2
- CoT prompting 70.2 724 61.3 - 57.0
- CoT + self-consistency ~ 75.2 78.4 66.5 - 72.0

Evaluation on multiple benchmarks, e.g., BBH: Big-bench)

* It also unlocks the zero-shot reasoning

[] PaLM: Zero-shot

PalLM: Zero-shot + CoT

[ Flan-PaLM: Zero-shot

@ Flan-PaLM: Zero-shot + CoT
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Real-world Application of LLMs: ChatBot

* Impact of ChatGPT

* ChatGPT sets record for fastest-growing user-base service
e 5days for 1M users and 2 months for 100M users, respectively

ChatGPT Sprints to
One Million Users

Time it took for selected online services
to reach one million users

Netflix B 35years
Kickstarter' 2000 ||| Y 25 years
Airbnb™ 200 || Y 25 years
Twitter ooc || Y 2years
Foursquare™ _ 13 months

Facebook B 10 months
Dropbox : - 7 months 000
Spotify B 5 months O~
Instagram™ 2 . 2.5 months D‘&‘D“&
ChatGPT |5 days

* one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin

Algorithmic Intelligence Lab

HOW LONG IT TOOK TOP APPSTO

POO0COPDO@S Y

APP

CHATGPT

TIKTOK

INSTAGRAM

PINTEREST

SPOTIFY

TELEGRAM

UBER

GOOGLE
TRANSLATE

HIT TO00M MONTHLY USERS

MONTHS TO REACH 100M GLOBAL MAUS
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4
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Real-world Application of LLMs: ChatBot

* Impact of ChatGPT
* ChatGPT sets record for fastest-growing user-base service

* ChatGPT can generate realistic texts for complex domains
* E.g., New York City School bans ChatGPT amid cheating worries
e E.g., Discussions to use ChatGPT to write academic papers and lists on the authors

0| X2k L|O|X Q| EXAt AZ-A L0|X = 24
A\E == MALZ 2l Z‘a HX| @& Z70|2HH AMEE

H2A BRZ, W NS =)

O SEANME ‘HMGPTE E7 vs “FERA S A2
F2A 2820| BFT DSTH|FE OIS S)2t ST QE b

HS3 PR 3T A AHIEHSN E9I00M QIBRIS(0l5HA) 3% HGPT(ChatGPT) ALB S SAI3HCH AXZ o7 HFOM Y APXE SHOE HGPT T A>E 0l2| of4Et
HEXSHZ UGPT Z2IHTAL  aymicy S HGPTE 701 ALBSHY 25 AMAHZ K|&5HT QUCH XILHE 129 9JsH=2 A}
A PR R A sHEE & BIHALO|EQ! HE0710lE (MedReiv) OF= GPTE Al B} BRIAIZ 3 =20]
32 1SS s TRIU0| SOl S0 HER! PSS I st
1, 2HIEO| okt kMol Cigh L2"S OIR 2 Z2 10| Cigt M2 S RITHHTHL SIRICE S35, ST T2 20| SHiSo| H]
TR AL 31 Sl 34 7| = -6 esicya X, st7let st ST MGPTE 3t =2 KALE QIFE HOIVIE 11 &=2to] of

=
Ho| A&SE ACH

HGPTE RIck| 18 QIBXI 2171 712491 QA0 B7ist Al 34 MHIAR Chst Chet e 0|, AEmel xS e 2
= HAFSH A O) =) =71 9] | = = = — _ i e
USSR AAR MR+ UCSTH R HOERD 2001 SR 2l 2L YOIHES YZIHs AT Ho|R= 242 “HGPTE RS AIZ =2
d

MAZ QIFSHA| AU “AI7H 2 22 FOHZ| 9I8t 7I&2 7t AC
SRACE HIOIXM = CHEE “MGPTZ2 AIE P70l &&st= B<0l= =20 YAIs0F
SHCH= 710|E 2tQ1S LT MAHS OHLIX[ZE 17t =2 A SHGPT A2 21F

Of2 7|& XH7HAEXI= X2, AGPT= Tf 7t 22 7 52 22 FYE o U0f SHUS0| FoilM SxLE =22t

RIS m EBsl= mAPHBE k50| 7 2P| S AlelEel 2H|2 S48 2 lrk= 240| L2t

o
>
ool
o

ool

roh

gt Mo|ct MEIIE2 AZ-A HOIM7Zt D5l 71, 25t S 30005 0|42 sh&X|
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2 21 QCk
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Real-world Application of LLMs: ChatBot

* Impact of ChatGPT

* ChatGPT sets record for fastest-growing user-base service

* ChatGPT can generate realistic texts for complex domains
* ChatGPT can serve as a new effective search engine

* Microsoft announces that ChatGPT will be incorporated on Bing
* Google release Bard, google’s generative search engine, similar to ChatGPT

Lk AFEALE Al ZHE ZEAE flol ‘ZE 2 E'E WSt Aoz Tl 23 2
2 mxto| 7t S7Het HE=(Bard)= ChatGPTAE 310 22 ZZ0f| thsl Xtalet BHS d-gsth= ek Al

what new discoveries from the James Webb Space Telescope can | tell my 9 year old about?

Your 9-year old might like these recent discoveries made by The James Webb Space Telescope (JWST).

« In 2023, The JWST spotted a number of galaxies nicknamed “green peas.” They were given this

name because they are small, round, and green, like peas

* The tel p d images of galaxies that are over 13 billion years old. This means that
the light from these galaxies has been traveling for over 13 billion years to reach us.

+ JWST took the very first pictures of a planet outside of our own solar system. These distant
worlds are called “exoplanets.” Exo means “from outside.”

These discoveries can spark a child's imagination about the infinite wonders of the universe.

TF22 0|28 L20| ot vr=o| g S ZIHACE 9M| OFS S0l Ri= YA 2 HMYA H(James Webb) 25 LHUFS HYoh= Y
ofl gt holct. © Google

Algorithmic Intelligence Lab

CHEoll ERESICt 6 (BXIAIZE) 72 CEO &=Lt

OO|3ZAIE, ChatGPT SEIe MZH T <4’ Z7H--- UKol = Al HE
Mark Hachman | PCWorld  ® 72 ®

TUERINZ Olo| ARATE} 0|2 YAEF
3

=
UCL OO|ZZATEE MER WS “YE fIet B2

Dol SZALEL Yol RHHIHQ! Bl ChatGPT YTRBOR TS5 HYAE #4 7|58 HBct E8t 245 Y32 N T
£ A QIEHOIAS ¥ 24 Znol £7HEICk AX| BSOS AIS S8 ML 49| HIME Qo SO HYUS oYY 4
ULk el M2 24 AT SETO| AL B} U ASKIE CHAOZEH MEHOT, 47 L | AHSRI0|A 22 ofolct

So, what is ChatGPT?

108



Technical Details of ChatGPT

* ChatGPT
» Official paper is still unavailable yet..

* However, there are some hints in the official blog post of ChatGPT by OpenAl
* Dataset: Dialogue dataset
e Method: InstructGPT

We trained this model using Reinforcement Learning from Human Feedback
(RLHF), using the same methods as InstructGPT, but with slight differences
in the data collection setup. We trained an initial model using supervised
fine-tuning: human AI trainers provided conversations in which they played
both sides—the user and an Al assistant. We gave the trainers access to
model-written suggestions to help them compose their responses. We mixed
this new dialogue dataset with the InstructGPT dataset, which we
transformed into a dialogue format.
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Technical Details of ChatGPT: Dialogue dataset

* Dialogue dataset

* Key idea: training data highly affects to the output of language model
* Example: Codex [chen et al., 2021]
* Codexis a GPT language model fine-tuned on publicly available code from GitHub
* |t generates standalone Python functions from docstrings
* 159 GB of unique Python files under 1 MB are used for training
* Codex is evaluated on HumanEval dataset

* |tis consisted of 164 hand-written problems for measuring functional correctness
* 70.2% of HumanEval is solved with 100 samples per problem

Ex 1) Find the decimal part of the number Ex 2) Find only positive numbers in the list.

def truncate_number(number: float) —> float: def get_positive(l: list):
""" Given a positive floating point number,
it can be decomposed into and integer part
(largest integer smaller than given number)
and decimals (leftover part always smaller than 1).
Return the decimal part of the number.
>>> truncate_number(3.5)
0.5

"""Return only positive numbers in the list.

>>> get_positive([-1, 2, -4, 5, 6])

[2, 5, 6]

>>> get_positive([5, 3, -5, 2, -3, 3, 9, 0, 123, 1, -10])
(5, 3, 2, 3, 9, 123, 1] """
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Technical Details of ChatGPT: Dialogue dataset

* Dialogue dataset
* Key idea: training data highly affects to the output of language model

° Example: DIALOGPT [zhang et al., 2020]

e Same architecture and scale with GPT-2, but trained on dialogue dataset

* Response generation in conversation can be formulated as language modeling

* Dialogue history is used as prompt (start of sequence or condition)

e With this simple modification, language model can work as dialogue system

Role | response

User
Bot
User
Bot

User
Bot

Does money buy happiness?

Depends how much money you spend on it .
What is the best way to buy happiness ?

You just have to be a millionaire by your early
20s, then you can be happy .

This is so difficult !

You have no idea how hard it is to be a mil-
lionaire and happy . There is a reason the rich
have a lot of money

Algorithmic Intelligence Lab

NIST BLEU METEOR | Entropy Dist Avg Len

Method N-2 N4 B-2 B-4 E-4 D-1 D-2
PERSONALITYCHAT 0.19 020 | 10.44% 1.47% 5.42% 6.89 5.9% 16.4% 8.2
TeamB 2.51 252 | 1435% 1.83% 8.07% 9.03 | 10.9% 32.5% 15.1
DIALOGPT (117M) 158 1.60 | 10.36% 2.02% 7.17% 6.94 6.2% 18.94% 13.0
GPT(345M) 1.78 1.79 9.13% 1.06% 6.38% 972 | 11.9%  44.2% 14.7
DIALOGPT (345M) 2.80 2.82 | 14.16% 2.31% 8.51% 10.08 9.1% 39.7% 16.9
DIALOGPT (345M,Beam) 2.92 297 | 19.18% 6.05% 9.29% 957 | 15.7%  51.0% 14.2
Human 2.62 265 | 1235% 3.13% | 831% | 1045 | 16.7% 67.0% | 18.8

Table 2: DSTC evaluation.

“Team B” is the winner system of the DSTC-7 challenge. “Beam” denotes beam
search. “Human” represents the held-out ground truth reference.
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Technical Details of ChatGPT: Dialogue dataset

* Dialogue dataset
* Dialogue dataset becomes a key component for recent dialogue system
* BlenderBot3 by MetaAl [Shuster et al., 2022]

Initialized with 175B parameter transformer (OPT by MetaAl)
Focusing on better search from internet or history for response generation

* LaMDA by Google [Thoppilan et al., 2022]

Up to 137B parameters, pre-trained on 1.56T words of public dialog data and web text

* Simple fine-tuning with human labels to improve quality, safety, and groundedness

RN e

Recently released Bard is a lightweight model version of LaMDA

oo .- -

BlenderBot

Algorithmic Intelligence Lab

oo .. - -

FAQ

ead it yet. Is it good?

Help improve the Al _)
by rating how well it talks

NNNNNNNN
conversation to help Al research

“Hi! How's it going?”

Hi “Hello! How are you?" —#

“Greetings!”

LaMDA generates and then scores a response candidate.

Safety: 90%
Sensible: 80%
Specific: 70%
Interesting: 50%
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Technical Details of ChatGPT: InstructGPT

* |InstructGPT [ouyang et al., 2022]

* Motivation: Making language models bigger does not inherently make them better
at following a user’s intent

* e.g., language models can generate untruthful, toxic, or simply not helpful outputs

* Key idea: Aligning language models with user intent by fine-tuning them
with human feedback and reinforcement learning

PROMPT  Q: Why are liberals so stupid?
A:

COMPLETION  GPT-3
Because deep down inside they know they are!

InstructGPT

There is no one answer to this question, as liberals come in all shapes
and sizes. However, some possible reasons for why liberals are perceived
as being stupid could include the following:

1. Liberals often hold views that are in direct opposition to mainstream
conservative ideology, which may make them appear foolish or uninformed
to those who hold more traditional views.

2. Liberals are often more vocal about their beliefs than conservatives,
and they tend to be more active in promoting their agenda. This can make
them seem pushy or aggressive to those who disagree with them.

3. Liberals are often associated with the Democratic Party, which is
typically considered to be the more liberal of the two major political
parties in the United States. This may make them seem less intelligent
to those who identify with the Republican Party.

Algorithmic Intelligence Lab 113



Technical Details of ChatGPT: InstructGPT

* Method of InstructGPT [Ouyang et al., 2022]

1. Collect demonstration data from human, and fine-tung LMs via supervised training
* Demonstration data from human designates an ideal response
* Make LMs output a similar response with humans on the labeled dataset

Algorithmic Intelligence Lab

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

Y

e}

Z

Some people went
to the moon...

I
\/

SFT
. 90

2
=7
Z
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Technical Details of ChatGPT: InstructGPT

* Method of InstructGPT [Ouyang et al., 2022]

2. Collect comparison data, and train a reward model
* Fine-grained evaluation (comparison) by human is conducted on pair-wise comparison
* Then, another LM, reward model, is trained to mimic such human’s evaluation
* E.g., Preferred sentence by human — High reward

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model . >
xplain the moon
outputs are landing to a 6 year old
sampled.
o (&)
(c) (o) model’s outputs

A labeler ranks

the outputs from @
best to worst.

This data is used RM

to train our 25,
./)?05\\.

reward model. %7

0-0-0-0
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Technical Details of ChatGPT: InstructGPT

* Method of InstructGPT [Ouyang et al., 2022]

3. Fine-tuning LMs against the reward model using reinforcement learning

* With new training data, fine-tuning LMs to maximize the reward from reward model
* For better fine-tuning, the recent state-of-the-art RL algorithms is used (PPO)

Algorithmic Intelligence Lab

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs

\J

PPO
ey
e o e
=7

[
\/

Once upon a time...

\

RM

R
\

Iy
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Technical Details of ChatGPT: InstructGPT

* Results with InstructGPT [ouyang et al., 2022]

 (left) Evaluation on how well outputs from InstructGPT follow user instructions

* By having labelers compare its outputs to those from GPT-3

* InstructGPT is significantly preferred to both the supervised fine-tuning and GPT-3 models
* (right) Safety measurements

* Compared to GPT-3, InstructGPT produces fewer imitative falsehoods (TruthfulQA)
and are less toxic (RealToxicity)

* InstructGPT makes up hallucinates less often, and generates more appropriate outputs
e Also, InstructGPT is preferred than other similar state-of-the-art LMs, FLAN and T,

Dataset Dataset

RealToxicity TruthfulQA
GPT 0.233 GPT 0.224
Likert score > I I
5
pe ImstructGPT//// Supervised Fine-Tuning 0.199 Supervised Fine-Tuning 0.206
e — ——
InstructGPT 0.196 InstructGPT 0.413
4 Supervised ® I I
FinefTuniﬁ//
L
o/ "
API Dataset API Dataset
Hallucinations Customer Assistant Appropriate
5 GPT (prompted)
——— GPT 0.414 GPT 0.811
I
GPT ° . . . . . .
° Supervised Fine-Tuning 0.078 Supervised Fine-Tuning 0.880
2 —_—
I 1 I
1.5B parameters 6B 175B
Model size InstructGPT 0.172 InstructGPT 0.902
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Applications of ChatGPT

* Then, which real-world applications can we use ChatGPT?

* ChatBot

Algorithmic Intelligence Lab
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Applications of ChatGPT

* Then, which real-world applications can we use ChatGPT?
* Search Engine (Question and Answering)
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Applications of ChatGPT

* Then, which real-world applications can we use ChatGPT?

* Search Engine (Question and Answering)
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Applications of ChatGPT

* Then, which real-world applications can we use ChatGPT?

* Search Engine (Question and Answering)
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Applications of ChatGPT

* Then, which real-world applications can we use ChatGPT?
* Code generation

Write a pytorch code to implement Transformer

@ Sure, here's an example PyTorch code for implementing the Transformer model:

python D Copy code

torch lass (hn.Module):
torch.nn nn f (self, hidden_dim, dropout, max_len=
t torch.nn.functional super(PositionalEncoding, self).__init__Q

(nn.Module):
(self, input_dim, output_dim, hidden_dim, num_layers, num_he

self.dropout = nn.Dropout(p=dropout)
super(Transformer, self).__init__Q) X X
pe = torch.zeros(max_len, hidden_dim)

self.embedding = nn.Embedding(input_dim, hidden_dim) position = torch.arange(?, max_len, dtype=torch.float).unsqueeze(1)

self.pos_encoding = PositionalEncodingChidden_dim, dropout) div_term = torch.exp(torch.arange(0, hidden_dim, 2).float() * (-math
self.encoder = nn.TransformerEncoder(nn.TransformerEncoderLayer(hidc pe[:, 0::2] = torch.sin(position * div_term)
self.decoder = nn.Linear(hidden_dim, output_dim) pel:, 1::2] torch.cos(position * div_term)

pe = pe.unsqueeze(?).transpose(?, 1)
(self, src):
src = self.embedding(src) * math.sqrt(self.hidden_dim)
src = self.pos_encoding(src)

self.register_buffer( , pe)

(self, x):
x + self.pe[:x.size(?), :]

output = self.encoder(src)
output = self.decoder(output)
F.log_softmax(output, dim=-1) et self.dropout(x)
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Applications of ChatGPT

* Then, which real-world applications can we use ChatGPT?
* Code generation

Then, would you provide a jax code to implement Transformer?

@ Certainly! Here's an example JAX code for implementing the Transformer:

python

jax d_model, num_heads, dff, dropout):
t jax.numpy as jnp ti-head at

n jax + random attention_output = multihead_attention(x, x, x, d_model, num_heads)

attention_output = jax.nn.dropout(attention_output, dropout)
(x, y, d_model, num_heads, dff, num_layers, dropout, max_len¢ .
P . e X = X + attention_output
positions = jnp.arange(max_length)[:, jnp.newaxis]
i = jnp.arange(d_model)[jnp.newaxis, :] # F forward 1
angle_rates = 1 / jnp.power( » 2 (/723 / 3np. float32(d_model] dense_output = jax.nn.relu(jax.nn.dense(x, dff))

- 141 *
angle_rads = positions * angle_rates dense_output = jax.nn.dropout(dense_output, dropout)

sin_angles = jnp.sin(angle_rads[:, 0::2]) X = x + dense_output

cos_angles = jnp.cos(angle_rads[:, 1::2])

pos_encoding = jnp.concatenate([sin_angles, cos_angles], axis=-1)

X = x + pos_encodingl:x.shape[], :] (x, enc_output, d_model, num_heads, dff, dropout):

i wlti ad att
op
X = jax.nn.dropout(x, dropout) attention_output = multihead_attention(x, x, x, d_model, num_heads, caus
attention_output = jax.nn.dropout(attention_output, dropout)

X = X + attention_output
range(nhum_layers):

encoder_layer(x, d_model, num_heads, dff, dropout) | at \
-nea attent With en A ut

attention_output = multihead_attention(x, enc_output, enc_output, d_mode
range(num_layers): attention_output = jax.nn.dropout(attention_output, dropout)
decoder_layer(y, x, d_model, num_heads, dff, dropout) X = X + attention_output

1Lnea
y = jnp.matmulCy, get_parameter( )) + get_parameter(
Y,
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Applications of ChatGPT

* Then, which real-world applications can we use ChatGPT?
* Code debugging

What is wrong with this JavaScript code?

for (leti=560;i<=998;i++){
if (1%2==0){
console.log(ii);
}
}

The code has a typo in the “console.log()" statement. Instead of printing the value of

*1i* (which is the current number being checked), it is printing the value of an undefined
variable “ii".

To fix the code, replace "“console.log(ii)" with “console.log(i)" inthe “if"

statement. Here's the corrected code:

@ Copy code

for (let i ;1 <= ;1o++) {
if (1% ) {
console i),

With this correction, the program will correctly print all even numbers between 560 and
998 (inclusive) to the console.
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Limitation and Future Direction

e But, ChatGPT is still not perfect — extending risk of misinformation

* Main limitation: ChatGPT is trained on the fixed training dataset
* Hence, it can’t make the correct answer for up-to-date questions

© 20234 2% 7|F, 501 CHEHS 29 (24 %) CHEZLICE
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Limitation and Future Direction

e But, ChatGPT is still not perfect — extending risk of misinformation
* Main limitation: ChatGPT is trained on the fixed training dataset
* Hence, it can’t make the correct answer for up-to-date questions

* ChatGPT often writes plausible-sounding but incorrect or nonsensical answers
e E.g., wrong answer with a simple arithmetic

Algorithmic Intelligence Lab

%

When | was 6 my sister was half my
age. Now I'm 70 how old is my sister? (4

If you are 70 years old and your
sister was half your age when
you were 6, then your sister was
6 /2 = <<6/2=3>>3 years old
when you were 6.

If your sister was 3 years old
when you were 6 and you are
now 70, then your sister is now 3
+ 70 = <<3+70=73>>73 years
old.

So your sister is 73 years old.
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Limitation and Future Direction

e But, ChatGPT is still not perfect — extending risk of misinformation
* Main limitation: ChatGPT is trained on the fixed training dataset
* Hence, it can’t make the correct answer for up-to-date questions

* ChatGPT often writes plausible-sounding but incorrect or nonsensical answers
e E.g., wrong answer with a simple arithmetic
* Fact: Hinton wins Turing award at 2018 and still alive

Why Geoffrey Hinton couldn’t win the Turing
award ?

<4l4

Geoffrey Hinton could not win the
Turing award because it is not awarded
posthumously. Hinton passed away in
2020, and the Turing award is only

given to living individuals.
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Limitation and Future Direction

e But, such limitation could be addressed with

1. Incorporation of search engine into ChatGPT
* E.g, WebGPT [Nakano et al., 2021]

e For given input, (1) searching the relevant documents using search engine like google

* Then, conditioned on those, (2) generating the final outputs

Algorithmic Intelligence Lab

Question

Why did we decide that certain words were "bad" and shouldn’t be used in social settings?

Answer

We have all been taught that there are certain words that should not be used in public, at least
not without good reason. But why do some words fall into this category while others do not? It
turns out that there is not a single answer to this question, as each word has a different history
and carries different meanings in different cultures and families [2]. However, there are some
general categories that "bad" words tend to fall into. "Bad" words generally relate to parts of life
that we don’t like talking about in public, like bathroom functions, or negative ways of talking
about people’s religion, skin color, ability, or gender [3]. Often, people say bad words when
they are experiencing strong emotions, and those words are linked to our emotions [3].

References
(titles
only)

[1, 2, 3] Why Are Some Words ‘Bad’? | Vermont Public Radio (www.vpr.org)
[4] On Words: ‘Bad’ Words and Why We Should Study Them | UVA Today (news.virginia.edu)
[5] The Science of Curse Words: Why The &amp;@$! Do We Swear? (www.babbel.com)
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Limitation and Future Direction

e But, such limitation could be addressed with
1. Incorporation of search engine into ChatGPT
* E.g, WebGPT [Nakano et al., 2021]
e For given input, (1) searching the relevant documents using search engine like google
* Then, conditioned on those, (2) generating the final outputs

Question Why did we decide that certain words were "bad" and shouldn’t be used in social settings?

Answer We have all been taught that there are certain words that should not be used in public, at least
not without good reason. But why do some words fall into this category while others do not? It
turns out that there is not a single answer to this question, as each word has a different history
and carries different meanings in different cultures and families [2]. However, there are some
general categories that "bad" words tend to fall into. "Bad" words generally relate to parts of life
that we don’t like talking about in public, like bathroom functions, or negative ways of talking
about people’s religion, skin color, ability, or gender [3]. Often, people say bad words when
they are experiencing strong emotions, and those words are linked to our emotions [3].

References [1,2, 3] Why Are Some Words ‘Bad’? | Vermont Public Radio (Www.vpr.org)
(titles [4] On Words: ‘Bad’ Words and Why We Should Study Them | UVA Today (news.virginia.edu)
only) [5] The Science of Curse Words: Why The &amp;@$! Do We Swear? (www.babbel.com)

2. Continual learning with new training dataset
* Recursively fine-tuning of LMs with the up-to-date training datasets [jang et al., 2022]

Random LMs Pretrained LMs D, Continually Pretrained LMs

@ @ Y\ . GPT-2
LM P g\
(continued)

INVARIANTLAMA NEWLAMA

” UPDATEDLAMA

) CKL Benchmark ]
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Limitation and Future Direction

(currently incorporated in Bing Al)

What will the 'Big 5' (Alphabet, Amazon, Apple, Facebook, and Microsoft) tech companies' average
reputation ranking be in the 2022 Axios Harris poll? Choices: ['Less than 30 (good reputation)’, ‘Between

30 and 40, inclusive', '‘More than 40 but less than or equal to 50', 'More than 50 but less than or equal to
60', 'More than 60 (bad reputation)]

\/ “Axios Harris poll 2022" Z#*{ &

v/ HES4HsE=ES.

According to a website called Axios ', which provides news and analysis on various topics, the 2022
Axios Harris Poll 100 reputation rankings were released on May 24, 2022. The rankings are based on a
survey of 33,096 Americans in a nationally representative sample conducted March 11-April 3, 2022.
The two-step process starts fresh each year by surveying the public’s top-of-mind awareness of
companies that either excel or falter in society. These 100 “most visible companies” are then ranked by
a second group of Americans across the seven key dimensions of reputation: Affinity (emotional
appeal), Citizenship (social responsibility), Ethics (trustworthiness), Culture (workplace environment),
Vision (growth potential), Products & Services (quality), and Growth (financial performance).

The ‘Big 5’ tech companies’ average reputation ranking in the 2022 Axios Harris Poll was 47.4, which
falls into the choice of more than 40 but less than or equal to 50. Here are their individual rankings and
scores:

o Alphabet: Rank 43, Score 66.8
* Amazon: Rank 46, Score 66.5
« Apple: Rank 48, Score 66.3
» Facebook: Rank 97, Score 51.9
* Microsoft: Rank 52, Score 65.7
As you can see, Facebook had the lowest ranking and score among the ‘Big 5, while Alphabet had the

highest. The average score for all companies in the poll was 67.1.

XtM|EHEE: 1. axios.com 2. theharrispoll.com 3. theharrispoll.com 5/8@

v

(19 Ms - "T20jM Yo Lot

MS, Al 32 Z=H ) 0| 8XL 3t 2l 1209 Sxt
O0|TZAZE (MS) Z4A4 97! (Bing) Y O[SAPHIHES STYC. QISKIS(A) 342 715

L 2 =5t X| §t 20|k MS= 8% (8K ..
. o
MS “Al SR Fafst 4l o 8X} 5HEHCHO| 124 Sl A2z
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Summary

For language, specified model which can capture temporal dependency is a key

Previously, RNN architectures have developed in a way that
* Can better model long-term dependency & Robust to vanishing gradient problems
* Seq2seq model with attention makes breakthroughs in machine translation
* |t leads to the model only composed with attention — Transformer

* Transformer significantly improves the performance on many sequential tasks

* With pre-training using large model and data, one can get 1) standard initialization
point for many NLP task (BERT) and 2) strong language generator (GPT)

* Large-scale Transformer-based language models is now a de-facto standard
* More training data with more model parameters is critical for LLMs
* Instruction with fine-tuning and chain-of-thought — Better performance
* |t enables us to use language models for many applications such as chatbot

131



References

[Hochreiter and Schmidhuber, 1997] "Long short-term memory." Neural computation 9.8 (1997): 1735-1780.
link: http://www.bioinf.jku.at/publications/older/2604.pdf

[Graves et al., 2005] "Framewise phoneme classification with bidirectional LSTM and other neural network
architectures." Neural Networks 18.5-6 (2005): 602-610.
Link: ftp://ftp.idsia.ch/pub/juergen/nn_2005.pdf

[Graves et al, 2013] "Speech recognition with deep recurrent neural networks." Acoustics, speech and signal
processing (icassp), 2013 ieee international conference on. |IEEE, 2013.
Link: https://www.cs.toronto.edu/~graves/icassp_2013.pdf

[Cho et al., 2014] "Learning phrase representations using RNN encoder-decoder for statistical machine
translation." arXiv preprint arXiv:1406.1078 (2014).
Link: https://arxiv.org/pdf/1406.1078v3.pdf

[Sutskever et al., 2014] "Sequence to sequence learning with neural networks." NIPS 2014.
link : http://papers.nips.cc/paper/5346-sequence-to-sequence-learnin

[Sutskever et al., 2014] "Sequence to sequence learning with neural networks.” NIPS 2014.

[Bahdanau et al., 2015] “"Neural machine translation by jointly learning to align and translate.”, ICLR 2015
Link: https://arxiv.org/pdf/1409.0473.pdf

[Jozefowicz et al., 2015] "An empirical exploration of recurrent network architectures." ICML 2015.
Link: http://proceedings.mlr.press/v37/jozefowicz15.pdf

[Bahdanau et al., 2015] Dzmitry, Kyunghyun Cho, and Yoshua Bengio. "Neural machine translation by jointly learning
to align and translate." ICLR 2015
link : https://arxiv.org/pdf/1409.0473.pdf

Algorithmic Intelligence Lab 132


http://www.bioinf.jku.at/publications/older/2604.pdf
ftp://ftp.idsia.ch/pub/juergen/nn_2005.pdf
https://www.cs.toronto.edu/~graves/icassp_2013.pdf
https://arxiv.org/pdf/1406.1078v3.pdf
http://papers.nips.cc/paper/5346-sequence-to-sequence-learnin
https://arxiv.org/pdf/1409.0473.pdf
http://proceedings.mlr.press/v37/jozefowicz15.pdf
https://arxiv.org/pdf/1409.0473.pdf

References

[Kalchbrenner et al., 2016] "Grid long short-term memory." ICLR 2016
Link: https://arxiv.org/pdf/1507.01526.pdf

[Gehring et al., 2016] "A convolutional encoder model for neural machine translation." arXiv preprint
arXiv:1611.02344 (2016).
Link: https://arxiv.org/pdf/1611.02344.pdf

[Wu et al., 2016] "Google's neural machine translation system: Bridging the gap between human and machine
translation." arXiv preprint arXiv:1609.08144 (2016).
link: https://arxiv.org/pdf/1609.08144.pdf

[Johnson et al., 2016] "Google's multilingual neural machine translation system: enabling zero-shot
translation." arXiv preprint arXiv:1611.04558 (2016).
Link: https://arxiv.org/pdf/1611.04558.pdf

[Gehring et al., 2017] "Convolutional sequence to sequence learning." arXiv preprint arXiv:1705.03122 (2017).
Link: https://arxiv.org/pdf/1705.03122.pdf

[Narang et al., 2017] "Exploring sparsity in recurrent neural networks.”, ICLR 2017
Link: https://arxiv.org/pdf/1704.05119.pdf

[Fei-Fei and Karpathy, 2017] “CS231n: Convolutional Neural Networks for Visual Recognition”, 2017. (Stanford
University)
link : http://cs231n.stanford.edu/2017/

[Salehinejad et al., 2017] "Recent Advances in Recurrent Neural Networks." arXiv preprint arXiv:1801.01078 (2017).
Link: https://arxiv.org/pdf/1801.01078.pdf

Algorithmic Intelligence Lab 133


https://arxiv.org/pdf/1507.01526.pdf
https://arxiv.org/pdf/1611.02344.pdf
https://arxiv.org/pdf/1609.08144.pdf
https://arxiv.org/pdf/1611.04558.pdf
https://arxiv.org/pdf/1705.03122.pdf
https://arxiv.org/pdf/1704.05119.pdf
http://cs231n.stanford.edu/2017/
https://arxiv.org/pdf/1801.01078.pdf

References

[Zaheer et al., 2020] “Big Bird: Transformers for Longer Sequences.” NeurlPS 2020
Link: https://arxiv.org/pdf/2007.14062.pdf

[Wang et al., 2020] “Linformer: Self-Attention with Linear Complexity.” arXiv preprint arXiv:2006.04768
Link: https://arxiv.org/pdf/2006.04768.pdf

[Choromanski et al., 2020] “Rethinking Attention with Performers.” ICLR 2021
link: https://arxiv.org/pdf/2009.14794.pdf

[Sheng et al., 2019] "The Woman Worked as a Babysitter: On Biases in Language Generation.” EMNLP 2019
Link: https://arxiv.org/pdf/1909.01326.pdf

[Carlini et al., 2020] “Extracting Training Data from Large Language Models.” arXiv preprint arXiv:2012.07805
Link: https://arxiv.org/pdf/2012.07805.pdf

[Vaswani et al., 2017] “Attention Is All You Need.” NeurlPS 2017
Link: https://arxiv.org/pdf/1706.03762.pdf

[Radford et al., 2018] “Improving Language Understanding by Generative Pre-training.” OpenAl
Link: https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf

[Radford et al., 2019] “Language Models are Unsupervised Multitask Learners.” OpenAl
Link: https://cdn.openai.com/better-language-models/language models are unsupervised multitask learners.pdf

[Brown et al., 2020] “Language Models are Few-Shot Learners.” NeurlPS 2020
Link: https://arxiv.org/abs/2005.14165

[Devlin et al., 2018] “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding.” EMNLP 2019
Link: https://arxiv.org/abs/1810.04805

[Liu et al., 2019] “RoBERTa: A Robustly Optimized BERT Pretraining Approach.” arXiv preprint arXiv:1907.11692
Link: https://arxiv.org/pdf/1907.11692.pdf

Algorithmic Intelligence Lab 134


https://arxiv.org/pdf/2007.14062.pdf
https://arxiv.org/pdf/2006.04768.pdf
https://arxiv.org/pdf/2009.14794.pdf
https://arxiv.org/pdf/1909.01326.pdf
https://arxiv.org/pdf/2012.07805.pdf
https://arxiv.org/pdf/1706.03762.pdf
https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/1810.04805
https://arxiv.org/pdf/1907.11692.pdf

References

[Shaw et al., 2018] “Self-attention with Relative Position Representations.” NAACL 2018
Link: https://arxiv.org/abs/1803.02155

[Wang et al., 2019] “Self-attention with Structural Position Representations.” EMNLP 2019
Link: https://arxiv.org/pdf/1909.00383.pdf

[Huang et al., 2018] “Music Transformer.” arXiv:1809.04281
Link: https://arxiv.org/abs/1809.04281

[Girdhar et al., 2018] “Video Action Transformer Network.” CVPR 2019
Link: https://arxiv.org/pdf/1812.02707.pdf

Algorithmic Intelligence Lab 135


https://arxiv.org/abs/1803.02155
https://arxiv.org/pdf/1909.00383.pdf
https://arxiv.org/abs/1809.04281
https://arxiv.org/pdf/1812.02707.pdf

