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• Modern GANs show remarkable success in image generation[1,2,3]…

• …but they require lots of training data and computational resources
• BigGAN is trained on 1M of images for 120 GPU days

Motivation

[1] Brock et al. Large Scale GAN Training for High Fidelity Natural Image Synthesis. ICLR 2019.
[2] Karras et al. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019.
[3] Karras et al. Analyzing and Improving the Image Quality of StyleGAN. arXiv 2020.



• Several works propose a transfer learning approach…

• …but they are often prone to overfitting (w/ limited data)
• Fine-tuning[4]

• …or limited to learning small distribution shifts
• Fine-tuning only BN/IN parameters[5]

• Fine-tuning with supervised loss[5]

• Modify the prior distribution 𝑝(𝑧)[6]

Prior Work

[4] Wang et al. Transferring GANs: generating images from limited data. ECCV 2018.
[5] Noguchi & Harada. Image Generation From Small Datasets via Batch Statistics Adaptation. ICCV 2019.
[6] Wang et al. MineGAN: effective knowledge transfer from GANs to target domains with few images. arXiv 2020.



• We find that simply freezing the lower layers of the discriminator
while fine-tuning GANs surprisingly work well

• FreezeD stably converges to the better optima than fine-tuning

FreezeD: a simple but strong baseline



• FreezeD outperforms fine-tuning on StyleGAN[2] architecture

Experiments: unconditional image generation

[2] Karras et al. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019.



• FreezeD outperforms fine-tuning on SNGAN-projection[7] architecture
• FreezeD generates more class-consistent samples

Experiments: conditional image generation

[7] Miyato & Koyama. cGANs with Projection Discriminator. ICLR 2018.



• FreezeD outperforms various prior methods

• Freezing until intermediate layers performs the best
• The optimal layer depends on the gap of source and target distribution

Experiments: comparison & ablation study



• A simple baseline FreezeD outperforms the prior methods

• Lower layers of the discriminator learn some general features
• It could be applied the universal detector of generated images

• Investigating advanced methods would be an interesting direction
• Feature distillation seems to be a promising direction

Conclusion

Thank you for your attention 😀


