Algorithmic Intelligence Lab

Applications of Large Language Models

Al602: Recent Advances in Deep Learning

Lecture 3

KAIST Al

Algorithmic Intelligence Lab



Motivation: Are Large Language Models All You Need?

Impact of large language models (LLMs); revisited
* LLMs set record for fastest-growing user-base service
* LLMs can generate realistic texts for complex domains
* LLMs can serve as a new effective search engine

ChatGPT Sprints to
One Million Users

Time it took for selected online services LLHALBRLE Al EUE EAIE FIof ‘RE S
o112 2 I|Xt0| 7} IS HEE L HE 2
to reach one million users RS CER E ChatGPTA

O AT F2E 2 tHEOf gFOICE 6L (BXIAIZH) 72 CEO =Lt
ZOll Chis RtM|et EHE WYsh= Eﬂﬂf‘é AlCt.

Hotst 2
%23

: what new discoveries from the James Webb Space Telescope can | tell my 9 year old about?
Netflic | 3.5 years
' . ” .
K| cks[a rter ) _ 2 . 5 yea rs Your 9-year old might like these recent discoveries made by The James Webb Space Telescope (JWST).
: oA « In 2023, The JWST spotted a number of galaxies nicknamed “green peas.” They were given this
Airbnb 5 _ 2.5 yearS name because they are small, round, and green, like peas.

* The tel p images of galaxies that are over 13 billion years old. This means that

TWIt[Ef 6 _ 2 years the light from these gala.xnes r:as been traveling for ove.r 13 billion years to reach us.
+ JWST took the very first pictures of a planet outside of our own solar system. These distant

e worlds are called “exoplanets.” Exo means “from outside.”
Foursquare ) 13 months
These discoveries can spark a child's imagination about the infinite wonders of the universe
Facebook 200« [JJJF 10 months
Dropbox 2004 [JF 7 months
Q OO & @ ¢ v oo
Spotify P 5 months O’\O/“O’\O
e o, S e v
Instagram . 2.5 months D D 722 0|28 L0 O Bl T SHYCH M OFF +201 L WA HYA H(James Webb) £ FHFE Hsts Wyl
Ofl chigt gholct. (© Google
ChatGPT 022 |5 days

* one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin
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Motivation: Are Large Language Models All You Need?

Recent studies explores the potential of LLMs beyond language tasks
* For example, [Brown et al., 2020] tests the ability of GPT-4 in chemistry tasks

e E.g., molecular property prediction, molecule captioning, and molecule design

Chemistry Tasks

(Property Prediction:
Molecule:
0=c1[nH]c(=0)n([C@H]2C[C@H](0)[C@@H](CO)02)ccl

Qw::

4
/Reactlon Prediction: )
Reactants+Reagents:C1CCOC1.CC(=0)[0-].CC(=0)[O-
].€COC(C)=0.COc1ccec([Mg+])c1.0.0=C1c2ccc(0S(=0)(=0)C(F)(
F)F)cc2C(=0)N1Cclccencl.[Br-].[CI-].[CI-].[Pd+2].[Zn+2]

QMum: /
ﬁleld Prediction: \
Reaction:

FC(F)(F)c1cce(Cl)cel.Celece(N)eel.0=5(=0)(O[Pd]1c2ccccc2-
c2ccccc2N~1)C(F)(F)F.CC(C)c1ce(C(C)C)c(-
c2cccecc2P(C(C)(C)C)C(C)(C)C)c(C(C)C)c1.CN(C)C(=NC(C)(C)C)N(C
)C.COC(=0)c1cc(-c2cces2)onl>>Celccc(Ne2eec(C(F)(F)F)cc2)ccl

— | Task-specific template } —

quh-yleldlng: /

Molecule Captioning:

Molecule:
CC(C)CIC@H]1C(=0)N2CCC[C@H]2[C@]2(0)O[C@)(NC(=0)[C@
@H]3C=C4c5ccc6[nH]c(Br)c(c56)Clc@H]4N(C)C3)(C(C)C)C(=0)
N12

Description:
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Answer Acquisition
. Evaluation
Prompt Preparation -
e Product:COclccee(c2ccc3c* c2( [A““"“V J
\General template ] C(=0)N(Cc2ccenc2)C3=0)cl

{ Top-k Accuracy |

High-yielding: No p—p

Questions ]

[ Accuracy ]

Molecule Captioning: The
molecule is a brominated ergot
alkaloid derivate, where the
bromine atoms is attached to the
aromatic ring system, it has a
similar structure to ergocryptine
but with a bromine atom
substitution. The molecule derives
from a hydride of an ergotaman.

| BLEU, ROUGE, METEOR |

| Qualitative analysis \




Motivation: Are Large Language Models All You Need?

Recent studies explores the potential of LLMs beyond language tasks
* However, naive prompting (with in-context examples) is not quite effective
* XGBoost is better than GPT-4 prompting in some molecular prediction tasks

You are an expert chemist. Given the [reactants SMILES / molecular description / ...], your
Tgﬁ"gf‘e' task is to predict the [reaction product SMILES / molecule SMILES / ...] using your
2 experienced chemical [reaction prediction / chemical molecule design / ...] knowledge.

Task-specific | | inout explanation] [Output explanation] [Output Restrictions]

Template |
[Input]: xxxx
[Output]: xxxx
ICL
[Input]: xxxx
[Output]: xxxx
| | Input]: xx00¢
Question ? [Output]:
BBBP BACE HIV Tox21 ClinTox
RF 0.881 0.758 0.518 0.260 0.461
XGBoost 0.897 0.765 0.551 0.333 0.620
GPT-4 (zero-shot) 0.560 +0.034  0.32240.018 0.977+0.013 0.489+0.018  0.555+0.043
GPT-4 (Scaffold, k= 4) 0.498 £ 0.028 0.516 =0.024  0.818 =0.015  0.444 +0.004 0.731 &+ 0.035
GPT-4 (Scaffold, k= 8) 0.587+0.018 0.666+0.023  0.797 +0.021  0.563+0.008 0.736+0.033
GPT-4 (random, k= 8) 0.469 £ 0.025 0.504 £0.020 0.994 + 0.006 0.52840.003 0.924+0.000
GPT-3.5 (Scaffold, k= 8) 0.463 +0.008 0.406 +0.011  0.807 =0.021  0.529 +0.021 0.369 % 0.029
Davinci-003 (Scaffold, k= 8) 0.378 £0.024 0.649 4+ 0.021 0.832 £0.020 0.518+0.009  0.850 &£ 0.020
Llama2-13B-chat (Scaffold, k=8) 0.002 £ 0.001 0.045+0.015 0.069 £0.033  0.047 +0.013 0.001 £ 0.003
GAL-30B (Scaffold, k= 8) 0.074 £0.019 0.025+0.013 0.014 £0.016  0.077 £ 0.046 0.081 + 0.015
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Motivation: Are Large Language Models All You Need?

LLMs are ‘Generalists’; however, we often need ‘Specialists’ for our purpose
* Question: Can LLMs be adapted (or developed) for a specific domain?
* |f so, we can benefit from the reasoning ability and language interface of LLMs

Passengerld Survived Pclass Name
0 3 Braund, Mr. Owen Harris

Cumings, Mrs. John Bradley (Florence Briggs

L ! Th..

3 Heikkinen, Miss. Laina

Futrelle, Mrs. Jacques Heath (Lily May Peel)
Allen, Mr. William Henry

Montvila, Rev. Juozas
887 888 Graham, Miss. Margaret Edith
888 889 Johnston, Miss. Catherine Helen "Carrie”
889 890 Behr, Mr. Karl Howell

890 891 Dooley, Mr. Patrick

891 rows x 12 columns

Drug discovery (Chemistry & Biology) Tabular prediction
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female

female

female

male

male
female
female
male
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Table of Contents

1. LLMs for science
* General purpose LLMs for science
* LLMs for Chemistry & Biology
* LLMs for Mathematics

2. LLMs for other datasets
e Tabular data
* Time series

3. LLM agents
* Basic concept & Benchmarks
* Prompting LLMs as agents
* Optimizing LLMs as agents
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1. LLMs for science
* General purpose LLMs for science
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General Purpose LLMs for Science

Initially, researchers aimed to develop LLMs covering general science domain
* E.g., chemistry, biology, mathematics, programming, scientific writing, etc.

LLM for science

4
.
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General Purpose LLMs for Science: SciBERT

* SCiBERT: A Pretrained Language Model for Scientific Text [Beltagy et al., 2020]
* Train BERT [Devlin et al., 2019] with a broad range of biomedical literatures
* Follow the pre-training and fine-tuning setups from the original BERT
* E.g., Masked LM and Next Sentence Prediction (NSP)

ﬁp Mask LM Ma% LM \ /@ MAD StartEnd Spam
= . ® <

e ) b)) (o) e e ST -
A M} B
BERT N R 0 CRCRCH BN OO BERT
Fale]. [B]Eml&]. (&) felm]. [l [&]
— 1 I e S e W L —{—{r LT L gin
[ [cLs] ][ Tok 1 1 [ Tok N 1[ [SEP] ]{ Tok 1 ] [TokM 1 ! [TokN 1 { [SEP] \” Tok 1 1 { TokM ]
Masked Sentence A Masked Sentence B Question Paragraph
2 *
\\ Unlabeled Sentence A and B Pair J \\\\ Question Answer Pair /
Pre-training Fine-Tuning
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General Purpose LLMs for Science: SciBERT

* SCiBERT: A Pretrained Language Model for Scientific Text [Beltagy et al., 2020]
* |n various scientific NLP tasks, SCiBERT shows its effectiveness compared to BERT
* E.g.,, Named Entity Recognition (NER), Text Classification (CLS), etc.

e Cons: SciBERT only deals with scientific texts based on human language
* Does not model scientific modalities such as molecules and mathematical expressions

Field Task Dataset SOTA - B“TTB?‘S‘? ““““ SCIB ERT
Frozen Finetune  Frozen Finetune

BC5CDR (Li et al., 2016) 88.85’ 85.08 86.72 88.73 90.01

NER JNLPBA (Collier and Kim, 2004) 78.58 74.05 76.09 75.77 77.28

Bio . NCBLdisease (Doganetal,2014) 8936 8406 - 8688 8639 88.57
PICO  EBM-NLP (Nyeetal,2018) 66.30 6144 71.53 68.30 7228

DEP GENIA (Kim et al., 2003) - LAS 91.92 90.22 90.33 90.36 90.43

. GENIA (Kimetal,2003)-UAS 92.84 9184 9189 92.00 91.99

REL ChemProt (Kringelum et al., 2016) 76.68 68.21 79.14 75.03 83.64

NER  SciERC (Luanetal,2018) 6420 6358 6524 6577 67.57

CS REL  SciERC (Luanetal,2018) ~ nfa 7274 7871 7525 7997
CLS ACL-ARC (Jurgens et al., 2018) 67.9 62.04 63.91 60.74 70.98

Multi CLS Papq Field n/a 63.64 65.37 64.38 65.71
SciCite (Cohan et al., 2019) 84.0 84.31 84.85 85.42 85.49

Average 73.58 77.16 76.01 79.27
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General Purpose LLMs for Science: Galactica

* Galactica: A Large Language Model for Science [taylor et al., 2022]
* A scientific LLM for various scientific modalities (regarding them as text sequences)
* E.g., Latex mathematical expression, code, molecule, protein, etc.

Modality Entity Sequence
Text Abell 370 Abell 370 is a cluster...
IATEX Schwarzschild radius r_{s} = \frac{2GM}{c~2}
Code Transformer class Transformer (nn.Module)
SMILES Glycine C(C(=0)0)N
AA Sequence Collagen a-1(II) chain MIRLGAPQTL. . g

DNA Sequence Human genome CGGTACCCTC. . EEIITITIIEIIT

Algorithmic Intelligence Lab 11




General Purpose LLMs for Science: Galactica

* Galactica: A Large Language Model for Science [taylor et al., 2022]
* Trained with a large number of tokens (~100B), cf. SCiBERT with 3.17B tokens
* Released different sizes of models; up to 120B parameters

Total dataset size = 106 billion tokens

Data source Documents Tokens Token %

Papers 48 million 88 billion  83.0%

Code 2 million 7 billion 6.9%

Reference Material 8 million 7 billion 6.5%

Knowledge Bases 2million  2billion  2.0%

Filtered CommonCrawl 0.9 million 1 billion 1.0%

Prompts 1.3 million 0.4 billion 0.3%

Other 0.02 million 0.2 billion 0.2%
Model Nparams MNlayers OGmodel Mheads Gheads BatchSize  MaxLR ~ Warmup
GAL 125M  125M 12 768 12 64 0.5M 6 x 1074 375M
GAL 1.3B 1.3B 24 2,048 32 64 1.0M 2 x 1074 375M
GAL 6.7B 6.7B 32 4,096 32 128 2.0M 1.2 x 1074 375M
GAL 30B 30.0B 48 7,168 56 128 2.0M 1x 104 375M
GAL 120B 120.0B 96 10,240 80 128 2.0M 0.7 x 1075 1.125B

Algorithmic Intelligence Lab
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General Purpose LLMs for Science: Galactica

* Galactica: A Large Language Model for Science [taylor et al., 2022]
* Performance can be smoothly scaled with the size of models

* Conventional engineering techniques, e.g., Chain of Thought, also work well

Latex equation generation

Model Params (bn) Chemistry Maths Physics Stats Econ Overall
OPT 175 34.1% 4.5% 22.9% 1.0% 2.3% 8.9%
BLOOM 176 36.3% 36.1% 6.6% 14.1% 13.6% 21.4%
GPT-3 (text-davinci-002) ? 61.4% 65.4% 41.9% 25.3% 31.8% 49.0%
GAL 125M 0.1 0.0% 0.8% 0.0% 1.0% 0.0% 0.5%
GAL 1.3B 13 31.8% 26.3% 23.8% 11.1%  4.6% 20.5%
GAL 6.7B 6.7 43.2% 59.4% 36.2% 293% 27.3% 41.7%
GAL 30B 30 63.6% 74.4% 35.2% 404% 34.1% 51.5%
GAL 120B 120 79.6% 83.5% 724% 52.5% 36.4% 68.2%
MATH Results
Model Alg CProb Geom [I.Alg N.Theory Prealg Precalc Average
Base Models
GPT-3 175B (8-shot) 6.0% 47%  31% 4.4% 4.4% 7.7% 4.0% 5.2%
PaLLM 540B (5-shot) mCoT 9.7% 8.4% 73%  3.5% 6.0% 19.2% 4.4% 8.8%
GAL 30B <work> 15.8% 6.3% 58% 4.9% 24% 19.4% 8.2% 11.4%
GAL 30B (5-shot) mCoT 17.9% 6.8% 79%  7.0% 5.7% 17.9% 7.9% 12.7%
GAL 120B <work> 231% 101% 9.8% 8.6% 6.5% 23.8% 11.7% 16.6%
GAL 120B (5-shot) mCoT 29.0% 139% 123%  9.6% 11.7% 27.2% 12.8% 20.4%

Algorithmic Intelligence Lab
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General Purpose LLMs for Science: Galactica

* Galactica: A Large Language Model for Science [taylor et al., 2022]
* Galactica shows sub-optimal performance compared to modality-specific models
* Minerva [Lewkowycz et al., 2022] highly outperforms Galactica in math problem solving

MATH Results
Model Alg CProb Geom IAlg N.Theory Prealg Precalc Average
Base Models
GPT-3 175B (8-shot) 6.0% 47% 31% 4.4% 44%  7.7% 4.0% 5.2%
PalLM 540B (5-shot) mCoT 97%  84% 73% 3.5% 6.0% 19.2% 4.4% 8.8%
GAL 30B <work> 158%  63% 58% 4.9% 24% 19.4% 8.2% 11.4%
GAL 30B (5-shot) mCoT 179%  68% 79% 7.0% 57% 17.9% 7.9% 12.7%
GAL 120B <work> 231% 101% 9.8%  8.6% 6.5% 23.8% 11.7% 16.6%

GAL 120B (5-shot) mCoT 29.0% 139% 123%  9.6% 11.7% 27.2% 12.8% 20.4%
Fine-tuned LaTeX Models
Minerva 540B (5-shot) mCoT 51.3% 28.0% 26.8% 13.7% 21.2% 55.0% 18.0% 33.6%

Prompt
The formula for Bessel’s differential equation is:

Generated Answer

d’y | dy
2 2 2
T g TP T —a)y=0

. w
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Modality-specific Large Language Models in Science

‘Science’ contains various modalities; for example, chemistry or mathematics
* How about focusing on a more specific modality? E.g., chemistry-specific LLMs

LLM for Chemistry LLM for Mathematics

In
(1(1 f

- 1
ao”

[tk 2 o s
o a0 " Ju™
? e

! ”x)-( ;}In l,(x.ﬂ))-[(x,o)dx:.]:y(,) mﬂm

3 of )l

s jJF IT(‘)/ (0¥ ll. »
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e LLMs for Chemistry & Biology
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LLMs for Chemistry & Biology: MolT5

* MolT5: Translation between Molecules and Natural Language [Edwards et al., 2022]
* Adapt T5 [Raffel et al., 2019] for chemistry (especially for text-molecule translation)
* Molecules are represented by a sequence of characters, i.e., SMILES representation

Molecule

o Caption
ol n)‘\‘—m\ The molecule is an eighteen-membered homodetic cyclic peptide

. L which is isolated from Oscillatoria sp. and exhibits antimalarial
-~ ﬁ activity against the W2 chloroquine-resistant strain of the malarial

CH, parasite, Plasmodium falciparum. It has a role as a metabolite and an
' - - antimalarial. It is a homodetic cyclic peptide, a member of 1,3-
)\% N - On oxazoles, a member of 1,3-thiazoles and a macrocycle.
H.C / ~0

SMILES representation
C1CC(=0)C2CC34C(=0) N5C6C(CCC(=0)C6CCH (C(=O)N3C2C10)SS4)0

Algorithmic Intelligence Lab 17



LLMs for Chemistry & Biology: MolT5

* MolT5: Translation between Molecules and Natural Language [Edwards et al., 2022]
* Pre-trained on molecules (ZINC-15 100M) and text (C4) corpuses using masked LM

* Fine-tuned with text-molecule pairs to obtain t2m and m2t generative models

Initialized from a public

Pre-training

on=ccc1=cmmm={I’ ‘
| .

Lissamine fast yellow(2-) is an

| [X] resulting|  [Y]

removal of a proton

t5.1.1 checkpoint

1
1

[X] cc=cc=C12

_

[X] organosulfonate oxoanion [Y] from the

Fine-tuning
The molecule is a siderophore
Molecule
. composed from L-2,3-
Generation _ Co
diaminopropionic acid, ...
]
0 % ,—>
Molecule CC1=C(C(=C(C=C1)Cl)
Captioning NC2=CC=CC=C2C(=0)0)ClI

Algorithmic Intelligence Lab

MolT5

C(CC(=0)NCCNC(=0)CC(CC
(=0)NCC(C(=0)O)N)
(C(=0)0)0)C(=0)C(=0)0

I |

D

The molecule is an aminobenzoic
acid that is anthranilic acid in which
one of the hydrogens attached to ...

18



LLMs for Chemistry & Biology: MolT5

* MolIT5: Translation between Molecules and Natural Language [Edwards et al., 2022]
* T2m and m2t models of MolT5 achieved state-of-the-art translation performances
* The performance improves as the size of model increase (i.e., scalable)

Molecule-to-text

Model BLEU-2 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L METEOR Text2Mol
Ground Truth 0.609
RNN 0.251 0.176 0.450 0.278 0.394 0.363 0.426
Transformer 0.061 0.027 0.204 0.087 0.186 0.114 0.057
T5-Small 0.501 0.415 0.602 0.446 0.545 0.532 0.526
Mol T5-Small 0.519 0.436 0.620 0.469 0.563 0.551 0.540
T5-Base 0.511 0.423 0.607 0.451 0.550 0.539 0.523
MolT5-Base 0.540 0.457 0.634 0.485 0.578 0.569 0.547
TS5-Large 0.558 0.467 0.630 0.478 0.569 0.586 0.563
MolT5-Large 0.594 0.508 0.654 0.510 0.594 0.614 0.582

Text-to-molecule
Model BLEUT Exact] Levenshtein| MACCSFTST RDKFTST Morgan FTST FCD| Text2Molf Validity?

Ground Truth | 1.000 1.000 0.0 1.000 1.000 1.000 0.0 0.609 1.0
RNN 0.652 0.005 38.09 0.591 0.400 0.362 4.55 0.409 0.542
Transformer 0.499 0.000 57.66 0.480 0.320 0.217 11.32 0.277 0.906
T5-Small 0.741 0.064 27.703 0.704 0.578 0.525 2.89 0.479 0.608
MolT5-Small | 0.755 0.079 25.988 0.703 0.568 0.517 2.49 0.482 0.721
T5-Base 0.762 0.069 24.950 0.731 0.605 0.545 2.48 0.499 0.660
MolT5-Base 0.769 0.081 24.458 0.721 0.588 0.529 2.18 0.496 0.772
TS5-Large 0.854 0.279 16.721 0.823 0.731 0.670 1.22 0.552 0.902
MolT5-Large | 0.854 0.311 16.071 0.834 0.746 0.684 1.20 0.554 0.905

Algorithmic Intelligence Lab



LLMs for Chemistry & Biology: MolT5

* MolT5: Translation between Molecules and Natural Language [Edwards et al., 2022]
* T2m and m2t models of MolT5 achieved state-of-the-art translation performances

* The performance improves as the size of model increase (i.e., scalable)

Input RNN

the molecule is a gdp -
1 d - glucoside - - - - - - -

Input

1 The molecule is a sulfonated xanthene
dye of absorption wavelength 573 nm
and emission wavelength 591 nm. It has
arole as a fluorochrome.

Algorithmic Intelligence Lab

Transformer TS

the molecule is the stable
isotope of helium with
relative atomic mass 3.
016029. the least abundant fragment has alpha-
(0. 000137 atom percent ) configuration. It is a GDP-D- the methyl substituent. It has a anomeric centre of the
isotope of naturally
------------- [...] occurring helium.

RNN

Invalid

The molecule is a GDP-D-

MolT5

The molecule is a GDP-L-

glucose in which the anomeric galactose in which the
anomeric oxygen is on the
same side of the fucose ring as configuration at the

centre of the pyranose

Ground Truth

The molecule is a
GDP-L-galactose
having beta-

glucose and a ribonucleoside  role as a plant metabolite and aL-galactose fragment.
mouse metabolite. It is a
glucose. It is a conjugate acid conjugate acid of a GDP-beta- @ GDP-beta-L-
of a GDP-alpha-D-glucose(2-). L-galactose(2-).

5'-diphosphate-alpha-D-

Transformer

TS

MolT5

It is a conjugate acid of

galactose(2-).

Ground Truth

TS

20



LLMs for Chemistry & Biology: Text+Che

mT5

e Unifying Molecular and Textual Representation via Multi-task Language

Modeling [christofidellis et al., 2023]

e After fine-tuning, MolT5 obtained separate models for t2m and m2t tasks
* This paper suggests to build a single model for t2m, m2t, m2m, and t2t tasks

Fine-tuning
The molecule is a siderophore
Molecule
) composed from L-2,3-
Generation _— Lo
diaminopropionic acid, ...
v %d, 2% MolT5
0 % I >

Molecule CC1=C(C(=C(C=C1)CI)

Captioning NC2=CC=CC=C2C(=0)O)CI

The reaction mixture was stirred at the same
temperature ... The previous procedure describes
the following actions:

Input

Multi-task & Multi-domain Language Model

C(CC(=0)NCCNC(=0)CC(CC
(=0)NCC(C(=O)O)N)
(C(=0)0)0)C(=0)C(=0)O

I

R

The molecule is an aminobenzoic
acid that is anthranilic acid in which
one of the hydrogens attached to ...

STIR for 30 minutes.

C(CC(=0)NCCNC(=0))CC(CC(=0)NCC(C(=O0)O)N)
(C(=0)0)0)C(=0)C(=0)0

The molecule is a siderophore composed from ...

The molecule is a si phore composed from ... Domain
Given the above c iption g the described Multi-domain Multi-domain
molecule in SMILES. ‘ Encoder Decoder
Text
C(CC(=0)NCCNC(=0))CC(CC(=0)NCC(C(=0)O)N) TS Encoder |=>  T5 Decoder ]
{(C(=0)0)0)C(=0)C(=0)O. Generate a caption for the )
given molecule. Chemistry
Tasks

COc1cccc2c1C(=0)C2.CO.[BH4-).[Na+]>>
text2text text2mol —mol2text | mol2mol

Algorithmic Intelligence Lab

Given the above description generate the described
molecule in SMILES.

COc1cecc2c1C(0O)C2

MolIT5: Separate models for
(1) Text-to-molecule
(2) Molecule-to-text

. Text + Chem T5:

A single model for

(1) Text-to-molecule

(2) Molecule-to-text

(3) Text-to-text

(4) Molecule-to-molecule

21



LLMs for Chemistry & Biology: Text+Chem T5

e Unifying Molecular and Textual Representation via Multi-task Language
Modeling [christofidellis et al., 2023]

» Utilizes reactants-products pairs in training phase to better understand molecules
* All tasks are learned simultaneously within a single model, i.e., multi-task learning

'd N\

The reaction mixture was stirred at the same
temperature ... The previous procedure describes
the following actions:
J

The molecule is a siderophore composed from ... |
Given the above description generate the described
molecule in SMILES.

C(CC(=O)NCCNC(=0))CC(CC(=0)NCC(C(=0)O)N)
(C(=0)0)0)C(=0)C(=0)0. Generate a caption for the
given molecule.

COc1ccec2c1C(=0)C2.CO.[BH4-).[Na+]>>

Algorithmic Intelligence Lab

Multi-task & Multi-domain Language Model

~
Input \
Domain
— Multi-domain Multi-domain
Encoder Decoder
Text
g T5 Encoder TS Decoder ]
—
( Chemistry
\\ J /
N _/
Tasks

‘toxtm:oxt text2mol mol2text mol2mol

STIR for 30 minutes. }

C(CC(=0)NCCNC(=0))CC(CC(=0)NCC(C(=0)O)N)
(C(=0)0)0)C(=0)C(=0)0

The molecule is a siderophore composed from ... |
Given the above description generate the described
molecule in SMILES.

COc1cecc2c1C(O)C2
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LLMs for Chemistry & Biology: Text+Chem T5

e Unifying Molecular and Textual Representation via Multi-task Language
Modeling [christofidellis et al., 2023]

* Qutperforms MolT5 due to multi-task learning on various molecule tasks
* ‘Augm’ denotes that the number of training data is balanced between tasks

Size BLEU score T Accuracy T Levenshtein | MACCS FTStT RDKFTSt Morgan FTST FCD| Validity?

Transformer (Edwards et al., 2022) - 0.499 0 57.66 0.480 0.320 0.217 11.32  0.906
TS5 (fine-tuned) (Raffel et al., 2020) small 0.741 0.064 27.7 0.704 0.578 0.525 289  0.608
MolT5 (Edwards et al., 2022) small 0.755 0.079 25.99 0.703 0.568 0.517 249  0.721
Text+Chem TS5 (ours) small 0.739 0.157 28.54 0.859 0.736 0.660 0.066 0.776
Text+Chem T5-augm (ours) small 0.815 0.191 21.78 0.864 0.744 0.672 0.060 0.951
T5 (fine-tuned) (Raffel et al., 2020) base 0.762 0.069 2495 0.731 0.605 0.545 248  0.660
MolT5 (Edwards et al., 2022) base 0.769 0.081 24.49 0.721 0.588 0.529 0.218 0.772
Text+Chem TS5 (ours) base 0.750 0.212 27.39 0.874 0.767 0.697 0.061 0.792
Text+Chem T5-augm (ours) base 0.853 0.322 16.87 0.901 0.816 0.757 0.050 0.943

Size BLEU-21t BLEU-41 Rouge-1T Rouge-21T Rouge-L1T Meteor T

Transformer (Edwards et al., 2022) - 0.061 0.027 0.188 0.0597 0.165 0.126
TS (fine-tuned) (Raffel et al., 2020)  small 0.501 0415 0.602 0.446 0.545 0.532
MolT5 (Edwards et al., 2022) small 0.519 0.436 0.620 0.469 0.563 0.551
Text+Chem T5 (ours) small 0.553 0.462 0.633 0.481 0.574 0.583
Text+Chem T5-augm (ours) small 0.560 0.470 0.638 0.488 0.580 0.588
T5(fine-tuned) (Raffel et al., 2020)  base 0.511 0.424 0.607 0.451 0.550 0.539
MolTS5 (Edwards et al., 2022) base 0.540 0.457 0.634 0.485 0.578 0.569
Text+Chem T5 (ours) base 0.580 0.490 0.647 0.498 0.586 0.604
Text+Chem T5-augm (ours) base 0.625 0.542 0.682 0.543 0.622 0.648
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LLMs for Chemistry & Biology: Text+Chem T5

e Unifying Molecular and Textual Representation via Multi-task Language
Modeling [christofidellis et al., 2023]

* Shows reasonable performance on t2t and m2m tasks (with a single model)
* ‘’ denotes that the model cannot perform the corresponding task

Domain mol2mol cross-domain text2text
Task Size | forward retrosynthesis text2mol mol2text paragraph-actions

T5 (fine-tuned) (Raffel et al., 2020) small | 0.603 0.245 0.499 0.501 0.953
T5 (fine-tuned) (Raffel et al., 2020) base 0.629 - 0.762 0.511 -
RXN-forward (Toniato et al., 2021) - 0.685 - - - -
RXN-retrosynthesis (Toniato et al., 2021) - - 0.733 - - -

RXN-paragraph2actions (Vaucher et al., 2020) - - - - - 0.850
MolT5 (Edwards et al., 2022) small - - 0.755 0.519 -
MolT5 (Edwards et al., 2022) base - - 0.769 0.540 -

Text+Chem T5 (ours) small | 0.412 0.249 0.815 0.553 0.929

Text+Chem T5 (ours) base 0.459 0.478 0.750 0.580 0.935

Text+Chem T5-augm (ours) small | 0413 0.405 0.815 0.560 0.926

Text+Chem T5-augm (ours) base 0.594 0.372 0.853 0.625 0.943

Algorithmic Intelligence Lab
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LLMs for Chemistry & Biology: AdaT5

* From Artificially Real to Real: Leveraging Pseudo Data from Large Language
Models for Low-Resource for Molecule Discovery [chen et al., 2024]

* Motivation: Text-molecule pairs are hard to obtain due to experimental costs
e Utilize GPT and few-shot real samples to generate pseudo text-molecule pairs

Input Stage #1: Molecule Retrieval Stage #2: Few-Shot Prompting Output
4 N\ o W 7 i 2N
Molecule Top-k results # Role Definition Description
__________ As an Al model, you have been trained with vast amounts of biomedical, s N
[ CCC1=NCCIN=CIC)C ] r; SR I scientific, and pharmaceutical data. J Th AT e
7 Loeal | | ccca=ne=cin=ca)c | e molecule represen
(&2 Database | The molecule is a I # Task Description a compound that is a
,.9 Py oko member of the You need to convert Simplified Molecular Input Line Entry System (SMILES) pyrazole derivative with
. ! ) - ‘ o class of pyrazines. I formulas of drugs into comprehensive descriptions, which typically include the : : :
Q 8. ¢ a piperazine ring fused to
O— QO f Q Q | a4 o | drug's properties, indications, and pharmacological mechanisms. B salacthe
{Q E>| | ”;‘E‘E‘E_"’ﬂp'i _______________ \ inhibitor of the enzyme
#ba 2 3 i
RDkit | cccr:::-qc-cl}c : | :MBI‘:E“;:p:ithLES Place Holder} | picspnodiestcee .
The molecule Description: {Description Place Holder} < J
Mo e o | g o appearsasa | | #Example 2: |
rgan FingerPrints W v colorless to e e Ve ¥ e e e e e Ve =
I % oo yellow liquid. I # Output Control In-context i |
[0, ..,1,...0,1,..0] I I % l Using these examples as a guide, and provide a direct response without any Learning
Tanimoto I | introductory or additional text. Now generate a similar detailed description for
Similarity e ) the following SMILES formula of a drug: {SMILES Place Holder}
\ 7. & \. -,
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LLMs for Chemistry & Biology: AdaT5

* From Artificially Real to Real: Leveraging Pseudo Data from Large Language
Models for Low-Resource for Molecule Discovery [chen et al., 2024]

* (1) Adapt the model with pseudo data, and then (2) train with real data
e Simultaneously using pseudo data and real data shows performance degradation

Traditional Pseudodataas . _ . L
Training data augmentation - Aug-T5 Pseudo data as domain adaptation : Ada-T5
4 ' 4 N 4 '
(’ _________ ~|l|\ /- \ F-- N
[ Real data ] | [ Real data ] Pseudo data | | [ Pseudo data ] [ Real data ]

| |
| Shuffled 51! |
e e — | ® |
| |

o) i 0

Model for Model for Training
[ Model ] [ Model ] General Domain |:> Adapted Domain Process
N —— ) \ Y
\ J J w,
~Ada-T5 ~Ada-T5 ~Ada-TS
0.6 ~+Aug-Ts 07 ~+Aug-T5 07 ~+Aug-TS
— 06 —— 0.6 e
0‘5 D6 o . /_‘__*——0—:—4-::“‘\_‘—4_‘ \\‘
i ™ 05 % \
0.4 N ~
e 0.4 " 04 ~
03 ™ o3 0.3
0.2 0.2 0.2

0k
1k
2k
4k
8k
16k
32k
64k
128k
256k
512k
0k
1k
2k
4k
8k
16k
32k
64k
128k
256k
512k
0k
1k
2k
4k
8k
16k
32k
64k
128k
256k
512k
0Ok
1k
2k
4k
8k
16k
32k
64k
128k
256k
512k
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LLMs for Chemistry & Biology: AdaT5

* From Artificially Real to Real: Leveraging Pseudo Data from Large Language
Models for Low-Resource for Molecule Discovery [chen et al., 2024]

* Highly outperform MolT5 due to the high-quality pseudo samples from GPT

Model Parameters ChEBI-20 PCdes DrugBank-23
BL RG MET BL RG MET BL RG MET
T5 800M 0.467T* 0.478T* 0.586T* | 0.2527* 0.259T* 0.367T* | 0.272T* 0.2997* 0.3967*
MolT5 800M 0.508" 05107 0.6147 | 02667 0.272" 0.380T* | 0.2937 03177 0416f
MolXPT 350M 0.5057* 05117 0.626f . . . = : .
Text&Chem T5 250M 0.5427 05437 0.6487 | 0.2667 0.274" 03827 | 0.280T* 0.3127* 0.4137*
ChatGPT - 0.4827* 0.450™* 0.5857* | 0.1947* 0.193"* 0315 | 0.1917* 0.2187* 0.3257*
Aug-T5 77M 0515 0517 0621 |0270 0275 0385 [0297 0322 0421
Aug-T5pqc 250M 0516 0520 0620 |0268 0272 0.383 | 0294 0316 0416
Ada-T5 77M 0553 0552 0652 |0.295 0295 0406 | 0310 0337 0435
Ada-T5pase 250M 0.564 0562 0.660 | 0.295 0.297 0.409 | 0322 0346 0.445
Model Parameters ChEBI-20 PCdes DrugBank-23

Acc Val MAC Acc Val MAC Acc Val MAC

T5 800M 0.279™* 0.902"* 0.8237* | 0.089"  0.9107* 0.698" | 0.1317* 0.9237* 0.6827
MolT5 800M 0.3117* 0.905T* 0.834* | 0.0977 0.925t  0.695" | 0.145* 0.947T  0.6861
MolXPT 350M 0.2157* 0983  0.8597* - - - - - -
Text&Chem T5 250M 0.3227* 0.9437= 09017 | 0.1057  0.849t* 0.697" | 0.1491  0.898* 0.705
ChatGPT - 0.1397* 0.887T* 0.847T* | 0.0447* 0.8671* 0.6711* | 0.0481* 0.8521* 0.6651*
Aug-T5 77M 0305 0907 0877 |0070 0.892 0700 | 0.141 0911  0.685
Aug-T5pqc 250M 0.386 0955 0.884 | 0098 0927 0696 |0.158 0952  0.681
Ada-T5 7™M 0449 0967 0905 |0.135 0945 0725 |0.170 0955  0.696
Ada-T5pase 250M 0486 0974 0911 | 0.150 0.956 0.743 | 0.192 0969  0.706
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LLMs for Chemistry & Biology: HI-Mol

 Data-Efficient Molecular Generation with Hierarchical Textual Inversion [kim et al.,
2024]

* Adaptation of molecular LLMs, e.g., MolT5, for data-efficient molecular generation
* We only have few-shot molecules in drug discovery; how to learn their distribution?

We encode a molecule  Stage 1. Hierarchical textual inversion: Multi-level tokens to reconstruct molecules
as “multi-level tokens”

The moleculeisa [S*] (/] [Di] The moleculeisa [S*] [I7,] [D3] The moleculeisa [S*] (77, ] [PX]

X1 .. /D.O ¢ V ‘ \

— . ‘O Large text-to-molecule model i Large text-to-molecule model - Large text-to-molecule model *
S " } }
XN \'/\ \J\ Sf O Q P O
‘ Stage 2. Embedding interpolation-based sampling: Interpolation of multi-level tokens

Xll[S—"'—]\"[_" [D ] ASimilarchemiczil of I8} ('] - .
£ [S*] [D2]

CA(E 1] 10)+ (1 — N8 ()

Large text-to-molecule model .
X N [S*] [ I \] \7[};{_{ i+ F Interpolation between learned multi-level tokens from Stage 1
_......./\_:_ =t iz .\ \\
Shared Shared Novel molecule: -\,K’)p
locally
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LLMs for Chemistry & Biology: HI-Mol

 Data-Efficient Molecular Generation with Hierarchical Textual Inversion [kim et al.,
2024]

* Few-shot distribution learning methods in other domains, e.g., Textual Inversion
[Gal et al., 2023], does not work for molecules

* Molecules are more structurally diverse; naive adoption does not work

Generation performance for molecules

Inversion method | Validity (%)
Textual Inversion (Gal et al., 2022) 0.4
DreamBooth (Ruiz et al., 2022) 0.0

Input samples Jnvork Bgin “An oil painting of S.” “App icon of S.”

Textual Inversion [Gal et al., 2022]: Visually similar images

Drug-like molecules on HIV

Property of the cluster: Containing long carbon chain Property of the cluster: Containing sulfonlyl benzene on sides
A ) “u'

Molecules with a common property:
Not structurally similar
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LLMs for Chemistry & Biology: HI-Mol

 Data-Efficient Molecular Generation with Hierarchical Textual Inversion [kim et al.,
2024]

* Use ‘hierarchical’ tokens unlike Textual Inversion [Gal et al., 2023] with a single token
* [S], [1], and [D] learn different hierarchical information of few-shot molecules

Stage 1. Hierarchical textual inversion: Multi-level tokens to reconstruct molecules

The moleculeisa [$%] [/;,] [Di] The moleculeisa [S*] [I;,] [P5]  The moleculeisa [S*] (I, ] (D]
' . v

Large text-to-molecule model * Large text-to-molecule model ¥ .. Large text-to-molecule model *
b . '
0 o0 ) B
El0xy) = kn[llir;{] ECE(softmax(f(“The molecule is a [S*|[I;][D:]”)), SMILES(xn))
€ll,

[S]: A single token for whole dataset, learns overall semantics of target molecules
[1]: Tokens assigned to k-th clsuter, captures cluster-wise semantics
[D]: Tokens assigned to n-th molecule, captures molecule-wise semantics
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LLMs for Chemistry & Biology: HI-Mol

 Data-Efficient Molecular Generation with Hierarchical Textual Inversion [kim et al.,
2024]

* Use ‘hierarchical’ tokens unlike Textual Inversion [Gal et al., 2023] with a single token
* From learned hierarchical token embeddings, sample molecules by interpolation

Stage 2. Embedding interpolation-based sampling: Interpolation of multi-level tokens

A similar chemic:il of [S”] [1:*] - .
Large text-to-molecule model * )\( [57] [I(’;] [D;] ) s (1 . A)( 5] [I:j] [p;])

' o Interpolation between learned multi-level tokens from Stage 1
Novel molecule: * '\,C’)p

(i,d) == A(ic,, di) + (1 — N) (ic,, d;),
x := f(“A similar chemical of [S*|[I*|[D*]”)
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LLMs for Chemistry & Biology: HI-Mol

 Data-Efficient Molecular Generation with Hierarchical Textual Inversion [kim et al.,
2024]

* Achieve superior few-shot generation results compared to previous methods
* Due to the preservation of hierarchical information in training & generation

Dataset Method Class Grammar Active. T FCDJ] NSPDKJ| Valid. ¥ Unique.T Novelty T
GDSS (Jo et al., 2022) Graph X 0.0 34.1 0.080 69.4 100 100
DiGress (Vignac et al., 2023) Graph X 0.0 26.2 0.067 17.8 100 100
JT-VAE (Jin et al., 2018) Fragment v 0.0 38.8 0.221 100 254 100
PS-VAE (Kong et al., 2022) Fragment v 3.7 21.8 0.053 100 91.4 100

HIV MiCaM (Geng et al., 2023) Fragment v 34 20.4 0.037 100 81.6 100
CRNN (Segler et al., 2018) SMILES X 33 29.7 0.064 30.0 100 100
STGG (Ahn et al., 2022) SMILES v 1.6 20.2 0.033 100 95.8 100
HI-Mol (Ours) SMILES X 114 19.0 0.019 60.6 94.1 100
HI-Mol (Ours) SMILES v 114 16.6 0.019 100 95.6 100

Method Class Grammar FCD| NSPDK| Valid. T Unique.T Novelty 1
CG-VAE' (Liu et al., 2018) Graph v/ 1.852 . 100 98.6 94.3
GraphAF (Shi et al., 2020) Graph X 5.268 0.020 67 94.5 88.8
MoFlow (Zang & Wang, 2020)  Graph X 4.467 0.017 914 98.7 94.7
EDP-GNN (Niu et al., 2020) Graph X 2.680 0.005 47.5 99.3 86.6
GraphDF (Luo et al., 2021) Graph X 10.82 0.063 82.7 97.6 98.1
GraphEBM (Liu et al., 2021) Graph X 6.143 0.030 8.22 97.8 97.0
GDSS (Jo et al., 2022) Graph X 2.900 0.003 95.7 98.5 86.3
GSDM* (Luo et al., 2022) Graph X 2.650 0.003 99.9 - -
STGG' (Ahn et al., 2022) SMILES v 0.585 - 100 95.6 69.8
HI-Mol (Ours; 2%) SMILES v 0.430 0.001 100 76.1 75.6
HI-Mol (Ours; 10%) SMILES v 0.398 0.001 100 88.3 32
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LLMs for Chemistry & Biology: HI-Mol

» Data-Efficient Molecular Generation with Hierarchical Textual Inversion [kim et al.,
2024]
* Applicable for conditional generation; learn an additional condition embedding

8 %o

y = 5,PlogP = 5.06 y = 6,PlogP = 5.96 y = 7,PlogP = 6.59

PlogP
Method Class Offline 1st 2nd 3rd

GVAE (Kusner et al., 2017) SMILES v 294 289 280
SD-VAE (Dai et al., 2018)  Syntax Tree v 404 350 296
JT-VAE (Jin et al., 2018) Fragment X 5.30 493 4.49
MHG-VAE (Kajino, 2019) Fragment X 556 540 5.34
GraphAF (Shi et al., 2020) Graph X 1223 11.29 11.05
GraphDF (Luo et al., 2021) Graph X 13.70 13.18 13.17
STGG (Ahn et al., 2022) SMILES v 2332 18.75 16.50
HI-Mol (Ours; 1%) SMILES v 24.67 21.72 20.73

L(0;x,) = kn[llir}(] Lk (softmax(f(“The molecule is a [S*][I;][D:]”)), SMILES(xn))
€ll,
+ Condition embedding for PlogP value
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LLMs for Chemistry & Biology: BioT5

e BioT5: Enriching Cross-modal Integration in Biology with Chemical Knowledge
and Natural Language Associations [pei et al., 2023]
* An LLM for chemistry & biology with ‘modality-specific’ token space

Task D

#1 <bom>[C][=C][C]<M1>[C][=C][Ring1][=Br

anch1][Cl]<eom>
#H2 <bop><p>M<p>Y<p>Q<M1><p>C...<eop>

#3 In addition, a variety of <M1> are
involved in the <M2> folding pathway.
Effect of <bom>[C][C]<M1>[Ringl]
[C]...<eom> on cultured fibroblasts:
"4 <M2> (the related amino acid sequence
is <bop><p>M<M3><p>L<p>G...<eop>
and inhibition of their uptake.

#5 <bom>[Cl][C][Branch1][C][Cl][Cl]<eom>

PROTEIN NAME: Protein FAM170A...
FUNCTION: Acts as a nuclear
transcription factor... Binds to heat
#6 shock promoter elements (HSE).
SUBCELLULAR LOCATION: Nucleus.
PROTEIN FAMILIES: FAM170 family

Algorithmic Intelligence Lab

<M1>[=C][Branch1][Branch1]

<M1><p>A<p>I<p>N<p>P

<M1>co-chaperones, immunophilins,
and other proteins <M2>Hsp90-
mediated protein

<M1>[N][Branchl] <M2> release of
lysosomal hydrolases
<M3><p>K<p>M<p>R<p>F

MOLECULE NAME: Chloroform.

_ DESCRIPTION: Chloroform is a colorless
liquid with a pleasant, nonirritating odor
and a slightly sweet taste...

<. <bop><p>M<p>K<p>R<p>R<p>Q<p>K<p

>R<p>K<p>H<p>L<p>E<p>N<p>E...<eop>

Modality

Molecule
SELFIES

Protein FASTA

General Text

Wrapped
Sentences

Molecule-text
Pair

Protein-text
Pair
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LLMs for Chemistry & Biology: BioT5

e BioT5: Enriching Cross-modal Integration in Biology with Chemical Knowledge
and Natural Language Associations [pei et al., 2023]

* Previous molecular LLMs use the T5 tokenizer with the SMILES representation
* BioT5 regards a SELFIES token as a single token, which is more structure-aware
* It also suggests to utilize FASTA tokens to represent protein data in LLMs

Name: Aspirin Name: Hemoglobin subunit beta

MolT5 with T5 tokenizer: | SMILES: CC(=0)0C1=CC=CC=C1C(=0)0 Gene: HBB

. __ SELFIES: [C][C][=Branch1][C[[=OJ[O][C][=CJ[C]  FASTA: MVHLTPEEKSAVTALWGKVN...
BioTS tokenizer: - Cl[Ring 1 J=Branch1J[C][=Branch][C]
Structure-aware =0][0]

Structure: Structure:

Algorithmic Intelligence Lab
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LLMs for Chemistry & Biology: BioT5

e BioT5: Enriching Cross-modal Integration in Biology with Chemical Knowledge
and Natural Language Associations [pei et al., 2023]

* By using more sophisticated token space, achieves state-of-the-art results

Model #Params. BLEU-2 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L METEOR Text2Mol
RNN 56M 0.251 0.176 0.450 0.278 0.394 0.363 0.426
Transformer T6M 0.061 0.027 0.204 0.087 0.186 0.114 0.057
T5-small 7™M 0.501 0.415 0.602 0.446 0.545 0.532 0.526
T5-base 248M 0.511 0.423 0.607 0.451 0.550 0.539 0.523
T5-large 783M 0.558 0.467 0.630 0478 0.569 0.586 0.563
MolT5-small 7™M 0.519 0.436 0.620 0.469 0.563 0.551 0.540
MolT5-base 248M 0.540 0.457 0.634 0.485 0.578 0.569 0.547
MolT5-large 783M 0.594 0.508 0.654 0.510 0.594 0.614 0.582
GPT-3.5-turbo (zero-shot) >175B 0.103 0.050 0.261 0.088 0.204 0.161 0.352
GPT-3.5-turbo (10-shot MolReGPT) >175B 0.565 0.482 0.623 0.450 0.543 0.585 0.560
MolXPT 350M 0.594 0.505 0.660 0.511 0.597 0.626 0.594
BioT5 252M 0.635 0.556 0.692 0.559 0.633 0.656 0.603
Model #Params. BLEU?T Exact? Levenshtein) MACCS FTST RDKFTST Morgan FTST FCDJ Text2Molt Validity?
RNN S6M 0.652  0.005 38.09 0.591 0.400 0.362 4.55 0.409 0.542
Transformer 76M 0.499  0.000 57.66 0.480 0.320 0.217 11.32 0.277 0.906
T5-small 7™M 0.741 0.064 27.703 0.704 0.578 0.525 2.89 0.479 0.608
T5-base 248M 0.762  0.069 24.950 0.731 0.605 0.545 2.48 0.499 0.660
T5-large 783M 0.854  0.279 16.721 0.823 0.731 0.670 1.22 0.552 0.902
MolT5-small 7™M 0.755  0.079 25.988 0.703 0.568 0.517 2.49 0.482 0.721
MolT5-base 248M 0.769  0.081 24.458 0.721 0.588 0.529 2.18 0.496 0.772
MolT5-large 783M 0854 0311 16.071 0.834 0.746 0.684 1.20 0.554 0.905
GPT-3.5-turbo (zero-shot) >175B 0489  0.019 52.13 0.705 0.462 0.367 2.05 0.479 0.802
GPT-3.5-turbo (10-shot MolReGPT)  >175B 0.790  0.139 2491 0.847 0.708 0.624 0.57 0.571 0.887
MolXPT 350M - 0.215 - 0.859 0.757 0.667 0.45 0.578 0.983
BioT5 252M 0.867 0413 15.097 0.886 0.801 0.734 043 0.576 1.000
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LLMs for Chemistry & Biology: BioT5

e BioT5: Enriching Cross-modal Integration in Biology with Chemical Knowledge

and Natural Language Associations [pei et al., 2023]
* |n addition, shows superior performance on biological applications

BioSNAP Human BindingDB

Method AUROC AUPRC Accuracy AUROC AUPRC AUROC AUPRC Accuracy
SVM 0.862+0.007 0.864+0.004 0.777+0.011 0.940+£0.006 0.920+£0.009 0.939+0.001 0.928+0.002 0.825+0.004
RF 0.860+£0.005 0.886+0.005 0.804+0.005 0.952+0.011 0.953+£0.010 0.942+0.011 0.921+0.016 0.880+0.012
DeepConv-DTI  0.886+0.006 0.890+0.006 0.805+0.009 0.980+0.002 0.981+0.002 0.945+0.002 0.925+0.005 0.882+0.007
GraphDTA 0.887+0.008 0.890+0.007 0.800+0.007 0.981+0.001 0.982+0.002 0.951+0.002 0.9344+0.002 0.888+0.005
MolTrans 0.895+0.004 0.897+0.005 0.825+0.010 0.980+0.002 0.978%=0.003 0.952+0.002 0.936+0.001 0.887+0.006
DrugBAN 0.903+£0.005 0.902+0.004 0.834+0.008 0.982+0.002 0.980+0.003 0.960+0.001 0.948+0.002 0.904+0.004
BioT5 0.937+£0.001 0.937+0.004 0.874+0.001 0.989+0.001 0.985+0.002 0.963=0.001 0.952+0.001 0.907=0.003
Model #Params. Yeast Human Model #Params. Solubility Localization
DDE 2053K 5583 +3.13 62.77+230 DDE 2053K 5977+ 121 7743 £042
Moran 1234K  53.00 £ 0.50 54.67 =443 Moran 1234K 5773+ 133 55.63 £0.85
LSTM 26.7M 53.62+272 63.75+5.12 LSTM 26.7M 70.18 - 0.63 88.11 £0.14
Transformer 21.3M 54.12 £ 1.27 59.58 +2.09 Transformer 21.3M 70.12 4+ 031 75.74 £0.74
CNN 5.4M 55.07£0.02 62.60 + 1.67 CNN 5.4M 64.43 £0.25 82.67 £0.32
ResNet 11.0M 4891+ 1.78 68.61 +=3.78 ResNet 11.0M 6733 £ 146 78.99 £441
ProtBert 4199M 63.72+2.80 77.32+1.10 ProtBert 4199M  68.15+0.92 91.32+0.89
ProtBert* 4199M 5387+ 0.38 83.61 =1.34 ProtBert* 4199M  59.17+0.21 81.54 +=0.09
ESM-1b 652.4M  57.00 +6.38 78.17 =291 ESM-1b 652.4M 7023 +0.75 92.40 £ 0.35
ESM-1b* 652.4M  66.07 = 0.58 88.06 + 0.24 ESM-1b* 652.4M  67.02+0.40 91.61 £0.10
BioT5 252.1IM  64.89 + 0.43 86.22 +0.53 BioT5 252.1IM  74.65 +0.49 91.69 £ 0.05
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LLMs for Chemistry & Biology: CAMT5

« CAMTS5: Context-Aware Molecular T5 [Kim et al., 2024]
* Goal: Developing a text-to-molecule generative model.

e Convention: Utilizing atom-wise tokenization based on SMILES or SELFIES.

* MolT5: Based on SMILES, which does not ensure the validity of the generated
molecules.

* BioT5: Based on SEFLIES, where the same token represents various molecular
semantics.

* However, atom-wise tokenization does not reflect chemical functionality.
* Chemical functionalities are encoded through motifs, i.e., functional groups.
* Make the molecule tokens based on functional groups!

Method | Token | Validity Non-degeneracy
MolT5 Atom X v
BioT5 Atom v X
CAMTS (Ours) | Motif | v v
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LLMs for Chemistry & Biology: CAMT5

* How can we embed functional groups into the token space of the text-to-
molecule model?

* Construct “Context-Tree” with pre-defined motifs!
* One can linearize the motif-level tokens via a tree-search algorithm.

* A sequence of motif-level tokens always represents a valid molecule.
* There is a one-to-one correspondence between a motif and a motif-level token.

e Additionally, CAMTS5 proposes importance-based pre-training.
e Prioritizing key motifs during pre-training.

Molecule

Input Masking Target Importance
O‘( Q [M1] (M1)
I
I Tokenize for T5 > » CAMTS Q 0.6
v == o - == =l -=p
Atom-wise (Baseline) pu p (Ours) M2]
€] [=C] [€] [=C]  [=0] > (M2] _M_aiksd_Lfn_ggage_hﬁo_dilifg_’ > 0.2

Motif-wise (Ours)
Compute final loss

Q =i = |
Leamrs=0.6 XLy p(My) + 0.2X Ly 0 (M)

(a) Context-aware molecule tokenization (b) Importance-based pre-training
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LLMs for Chemistry & Biology: CAMT5

* How can we embed functional groups into the token space of the text-to-
molecule model?

* Construct “Context-Tree” with pre-defined motifs!
* One can linearize the motif-level tokens via a tree-search algorithm.

* A sequence of motif-level tokens always represents a valid molecule.
* There is a one-to-one correspondence between a motif and a motif-level token.

e Additionally, CAMTS5 proposes importance-based pre-training.
e Prioritizing key motifs during pre-training.

Molecule

Input Masking Target Importance
O~<‘ Q [M1) M1}
I
I Tokenize for T5 » > CAMTS Q 0.6
v == . == el - == =l -=p
Atom-wise (Baseline) - - (Ours) (M2]
€ [=C [ [=C] - [=0] > (M2] _M_aiksd_Lfn_ggage_l\ﬁo_dslifg_’ > 0.2

Motif-wise (Ours)
Compute final loss

Q =i = |
Leamrs=0.6 XLy p(My) + 0.2X Ly 0 (M)

(a) Context-aware molecule tokenization (b) Importance-based pre-training
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LLMs for Chemistry & Biology: CAMT5

* Experiment: Context-aware tokenization is beneficial for molecular language

models.
Model | #Params. | Representation | Train Tokens | ExactT MACCST RDKT Morgant Valid. 1
RNN 56M SMILES - 0.005 0.591 0.400 0.362 0.542
Transformer 76M SMILES - 0.000 0.480 0.320 0.217 0.906
Temal1 7™ SMILES - 0.064 0.704 0.578 0.525 0.608
These 248M SMILES - 0.069 0.731 0.605 0.545 0.660
T51arge 783M SMILES - 0.279 0.823 0.731 0.670 0.902
MoIT5eza11 7™ SMILES 668 0.079 0.703 0.568 0.517 0.721
MolT5pase 248M SMILES 66B 0.081 0.721 0.588 0.529 0.772
MolT51arge 783M SMILES 66B 0.311 0.834 0.746 0.684 0.905
GPT-3.5-turbo >175B SMILES - 0.019 0.705 0.462 0.367 0.802
MolReGPT >175B SMILES - 0.139 0.847 0.708 0.624 0.887
MolXPT | 350M | SMILES | 1.8B | 0215 0.859 0.757 0.667 0.983
BioTS55ase | 252M | SELFIES | 69B | 0413 0.886 0.801 0.734 1.000
MolTSf,m 248M SMILES 1.6B 0.326 0.847 0.797 0.720 0.950
BioTS{m 252M SELFIES 1.6B 0.344 0.842 0.773 0.664 1.000
CAMTS5 .11 (Ours) 103M Motif (Ours) 1.6B 0.391 0.874 0.827 0.727 1.000
CAMT5,.:.. (Ours) 286M Motif (Ours) 1.6B 0.422 0.882 0.834 0.742 1.000
CAMTS,rge (Ours) 836M Motif (Ours) 1.6B 0.430 0.885 0.840 0.749 1.000

Algorithmic Intelligence Lab



Table of Contents

1. LLMs for science

e LLMs for Mathematics

Algorithmic Intelligence Lab

42



LLMs for Mathematics: Introduction

Why is mathematics hard for LLMs?
e Requires both multi-step task decomposition and accurate calculation
* Asingle mistake can lead to entirely wrong result
* LLMs are designed to be non-deterministic
* Mathematics require precise, strict rule-based reasoning

Are LLMs still bad at math?
* No
e Various training, inference strategies made LLMs excel at math

Google DeepMind 2025-3-4

Gold-medalist Performance in Solving
Olympiad Geometry with AlphaGeometry2
Yuri Chervonyi®1-°, Trieu H. Trinh"1-°, Miroslav O34k’ 12, Xiaomeng Yang'-!, Hoang Nguyen!-3, Marcelo

Menegalil, Junehyuk Jung!:#, Vikas Verma!, Quoc V. Lel and Thang Luong!-°

1Google DeepMind, 2University of Cambridge, 3Georgia Institute of Technology, “Brown University
This work was conducted entirely at Google DeepMind by all authors.
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LLMs for Mathematics: Minerva

Minerva [Lewkowycz et al., 2022]

Further training pretrained language model(PaLM) on mathematical dataset
* Dataset: Collect and process data maintaining mathematical content

Data source Proportion of data Tokens Present during pretraining
Math Web Pages 47.5% 17.5B No
arXiv 47.5% 21.0B No
General Natural Language Data 5% >100B Yes

* Processing: Extract mathematical content in LaTeX or ASCIl-math format
* Maintain symbols essential to mathematical expressions

. Rendered result
Common processing

Original document ) )
X . . | Einstein’s equation Einstein’s equation
Einstein’s equation states | —

that [ EEaceny chs i tncs states that Emc2

<math> ..

<annotation

encoding="application/x-tex">

E=mc"2 Minerva processing

</annotation>

</math> Einstein’s equation Einstein’s equation
kstates that $E=mc”2$ T L
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LLMs for Mathematics: Minerva

Minerva [Lewkowycz et al., 2022]

Minerva outperforms the state-of-the-art on math and science benchmarks
* MATH: Middle school and high school mathematics problems written in LaTeX

* MMLU-STEM: Subset of the MMLU dataset focused on science, technology,
engineering, and mathematics (STEM)

Accuracy on MATH Accuracy on MMLU-STEM

Minerva 62B
| mmm Minerva 540B 80 1

~
o

I Published SOTA

[e)]
o
L

701

w
o
L

Accuracy
S
o
Accuracy
o))
o

w
o
L
w
o
s

40
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LLMs for Mathematics: Minerva

Minerva [Lewkowycz et al., 2022]

Inference-Time Techniques
* Few-shot prompting + CoT + Majority Voting (maj@k) [Wang et al., 2022]
* maj@k: Sampling k predictions and selecting the most common answer
* Significantly improves performance over greedy decoding

MATH OCWCourses GSM8k MMLU-STEM

PaLM 8B 1.5% 1.5% 4.1% 22.0%
Minerva 8B 14.1% 7.7% 16.2% 35.6%
Minerva 8B, maj1@k 25.4% 12.5% 28.4% 43.4%
PaLM 62B 4.4% 5.9% 33.0% 39.1%
Minerva 62B 27.6% 12.9% 52.4% 53.9%
Minerva 62B, maj1@k 43.4% 23.5% 68.5% 63.5%
PaLM 540B 8.8% 7.1% 56.5% 58.7%
Minerva 540B 33.6% 17.6% 58.8% 63.9%
Minerva 540B, maj1@k 50.3% 30.8% 78.5% 75.0%
OpenAl davinci-002 19.1% 14.8% - -
Published SOTA 6.9%° - 74.4%° 54.9%°
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LLMs for Mathematics: PAL

PAL: Program-aided Language Models [Gao et al., 2023]
Motivation: LLMs often generate reasoning steps correctly, but slips at calculation

Idea: Running the reasoning steps with a Python interpreter"
* Leads to multiple variants leveraging external solvers

Chain-of-Thought (Wei et al., 2022) Program-aided Language models (this work)
—( Input ) —( Input )
\ Q: Roger has 5 tennis balls. He buys 2 more cans of \
tennis balls. Each can has 3 tennis balls. How many
Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls does he have now?
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? A: Roger started with 5 tennis balls.
tennis_balls = 5
A: Roger started with 5 tennis balls. 2 cans of 3 tennis 2 cans of 3 tennis balls each is
balls each is 6 tennis balls. 5 + 6 = 11. The answer is 11. bought balls = 2 * 3
tennis balls. The answer is
Q: The bakers at the Beverly Hills Bakery baked 200 answer = tennis balls + bought balls
loaves of bread on Monday morning. They sold 93 loaves - -
in the morning and 39 loaves in the afternoon. A grocery Q: The bakers at the Beverly Hills Bakery baked 200
store returned 6 unsold loaves. How many loaves of loaves of bread on Monday morning. They sold 93 loaves
bread did they have left? in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of bread
\\ / Q‘jid they have left? /
( Model Output - " Model Output ) o
A: The bakers started with 200 loaves. They sold 93 in A: The bakers started with 200 loaves
the morning and 39 in the afternoon. So they sold 93 + loaves_baked = 200
39 = 132 loaves. The grocery store returned 6 loaves. So They sold 93 in the morning and 39 in the afternoon
'hey had 200 - 132 - 6 = 62 loaves left. loaves_sold_morning = 93
The answer is 62. loaves_sold afternoon = 39
x The grocery store returned 6 loaves.
\ loaves_returned = 6
The answer is
answer = loaves_baked - loaves_sold morning
- loaves_sold afternoon + loaves_returned
>>> print(answer)
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LLMs for Mathematics: ToRA

ToRA (Tool Integrated Reasoning Agents) [Gou et al., 2024]

* Interactive tool-use trajectories

* Repeat natural language guidance and program execution to reach an answer
* Benefit from analytical power of language and the computational efficiency of tools

Problem: Suppose that the sum of the squares of two complex
numbers x and y is 7 and the sum of their cubes is 10. List all
possible values for x + y, separated by commas.

We are given that x? +
y?=7and x3+y3 =
10. We can factor x3 +
y3 toget (x + y)(x2 —
xy + y2).

Thus, we can write

10 = (x +)(7). It
follows that x + y must
divide 10.

The only possibilities
are thatx + y is

1,2,5o0r 10. x

f import math

def solution():
x = symbols('x’), y = symbols('y')
X**2+y**2=7
XSS RS 3 =H] ()

x = (-1 + math.sqrt(17)) / 2
y = (-1 - math.sqrt(17))/ 2

# Get all possible values for x+y
result =[x +vy, -x-y]

'g >>> SyntaxError: cannot assign to
expression.

J \

X

Let’s use "Sympy " to calculate and print all
possible values for x + y,

from sympy import symbols, Eq, solve, simplify‘ ’

def possible_values():
X, y =symbols('x y’)
eql =Eq(x**2 +y**2,7)
eq2 =Eq(x**3 +y**3, 10)
solutions =solve((eq1,eq2), (x, y))
sums = [simplify(sol[0] + sol[1]) for sol in
solutions]
return sums
print(possible_values())

@ >>>[-5-51,1,4,4] 04

Removing duplicates, the possible values for
x + y are \boxed{-5,1, 4}.

C@ ; P‘ Rationale

(a) Rationale-based
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Program

@..

(b) Program-based

¥ o

*

( om:ut | [Ratonale] (€) TOOl-integrated

2 y Reasoning
A @“x

(Format used by ToRA)
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LLMs for Mathematics: ToRA

ToRA Pipeline

1. Imitation Learning
* Collect high-quality trajectories from GPT-4, solving diverse math problems
* Dataset: GSM8k(grade school math word problems), MATH(high school math)

* Sample only valid trajectories leading to correct answers

@ Imitation Learning
Tool-integrated Reasoning ToRA-Corpus
) Fine-tune
; Valid Trajectories I~ Q.
Problem i Rationale L ————— L ———— cig.:.g
@ LLM — M
@ Output Space Shaplng Valid Trajectories

T L0002 O-0-0 S,
Problem —=#[ Ouput | [Rationale -»O—»O—»O — x—o "’ ~O->O->Q —. cof

@@ Rationale TORA

FU 00Ty~ g, ~0-00Z

Output Sampling Teacher Correction
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LLMs for Mathematics: ToRA

ToRA Pipeline

2. Output Space Shaping
* Sample diverse trajectories from fine-tuned model
* Correct invalid trajectories with teacher model (Code expert open model)
* Fine-tune model on corrected valid trajectories + original TORA-Corpus

(@ Imitation Learning

Tool-integrated Reasoning ToRA-Corpus
) Fine-tune
; Valid Trajectories I~ Q.
Problem i Rationale S e cig.:.g
@ LLM — M
@ Output Space Shaplng Valid Trajectories
ﬁ / . \ Fine-tune

Problem —* Rationale —‘O—DO—PO x_‘ },"ﬁ -O—PQO e (]:‘b

. W Output Rationale
(%:E Y N\, C-j V ToRA
Output Sampling Teacher Correction

Algorithmic Intelligence Lab



LLMs for Mathematics: ORM

Outcome-supervised Reward Model (ORM) [cobbe et al., 2021]

Train a verifier model to judge the correctness of solutions, respect to GT answer

1) Finetune generator(problem solving model) on training set
2) Sample 100 completions from generator, label each solution as correct/incorrect

3) Train verifier model to predict ‘solution correctness probability’

* During inference, select the generator’s solution with the highest verifier score

: Generate and label . o
Train generator 100 solutions/problem Train Verifier
Generator Generator Verifier
Qi | questions T T T ‘ T T ?
S; | solutions Qi | Si St v Qs |y
Y; | labels S o Y2
Qi
o000
Sil()O > YlOO
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LLMs for Mathematics: ORM

Outcome-supervised Reward Model (ORM) [cobbe et al., 2021]

Comparison between finetuning and verification
* Verification boosts performance if the dataset is large enough
* Verifiers can overfit memorizing final answers when dataset is too small

* In full training set, 6B verification outperforms 175B finetuning
* Train dataset: GSM8k, math word problems using arithmetic operations (+ - x +)

60 60

501 50

s

o
H
o

Test Solve Rate (%)
w
o

Test Solve Rate (%)
w
o

N

o
N
o

10 10
) —— 6B Finetuning —— 175B Finetuning
6B Verification 175B Verification

500 1000 2000 4000 8000 500 1000 2000 4000 8000
Training Set Size Training Set Size
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LLMs for Mathematics: PRM

Process-supervised Reward Model (PRM) [Lightman et al., 2023]

Motivation: ORM can misgrade false-positive solutions
* |ncorrect solutions still can reach to correct answers

Idea: Provide feedback for each intermediate reasoning step
 Human data-labelers to assign each step into positive, negative, neutral
* Construct PRM800k(open), step-level human feedback dataset

The denominator of a fraction is 7 less than 3 times the numerator. If the fraction is equivalent to 2/5, what is the numerator of

the fraction? (Answer: ’ 14)
) ® @ Let's call the numerator x.
) (® @ So the denominator is 3x-7.
() ® & We know that x/(3x-7) = 2/5.
® ® @ So5x =2(3x-7).

®® S 5x=6x-14.

Feedback interface used for step-wise reward collection

Algorithmic Intelligence Lab 53



LLMs for Mathematics: PRM

Process-supervised Reward Model (PRM) [Lightman et al., 2023]

Following ORM, train a verifier model and use at inference stage
e At training, predict the correctness of each step after the last step token
Green: high PRM score, Red: low PRM score
* During inference, select the generator’s solution with the highest verifier score

Let Let

z* + 32" — 4 = py(x)pa(z) - - pr(z), 28+ 32 — 4 = py(2)pa() - - - pi(),

where each non-constant polynomial p;(x) is monic with integer coefficients, and
cannot be factored further over the integers. Compute p(1) + pa(1) + -+« + pi(1).

I notice that the given polynomial has even degree and only even powers of z, so I can try to
make a substitution to simplify it.

Let y = z*, then the polynomial becomes y* + 3y — 4, which is a quadratic equation.

1 can factor this quadratic equation as (y + 4)(y — 1), so the original polynomial is (z* + 4)(z* — 1).

Now I need to factor each of these factors further, if possible, over the integers.

For the first factor, z* + 4, I recall the Sophie Germain identity, which says that a* + 4b* =
(a? + 28 + 2ab)(a® + 2b* — 2ab).

Applying this identity with a = z and b = 1, I get z* + 4 = (2% + 2z + 2)(z* — 2z + 2).

For the second factor, z* — 1, I can use the difference of squares formula, which says that
a* — b = (a+b)(a—b).

Applying this formula with @ = 22 and b= 1, I get z* — 1 = (2® + 1)(2* - 1).

Then I can apply the difference of squares formula again with a = z and b = 1, to get z* — 1
=(z+1)(z-1).

So the original polynomial is (z* + 4)(z* — 1) = (2 + 2z + 2)(z* — 2z + 2)(z* + 1)(z + 1)(z — 1).

These are all the irreducible factors over the integers, so p;(z) = 2% + 2z + 2, ps(z) = 22 — 22 + 2,
ps(z) =z*+ 1, ps(z) =z + 1, and ps(z) =z — 1.

To find the sum of their values at z = 1, I just need to plug in z = 1 into each factor and add
them up.

Igetp(1) =12+2:-1+2=5,p(1)=12-2-1+2=1,p(1) = 12+ 1=2,p(1) = 1+1 =2,
and ps(1) =1-1=0.

So the final answer is 5+ 1 +2+ 2+ 0= 10.

Answer: 10

Algorithmic Intelligence Lab

where each non-constant polynomial p;(zr) is monic with integer coefficients, and
cannot be factored further over the integers. Compute p;(1) + pa(1) + - + pe(1).

This problem is about factoring a polynomial over the integers, which can be a tricky task.

One possible strategy is to look for rational roots of the polynomial, using the rational root
theorem.

However, that would involve checking a lot of possible factors of —4, and there is no guarantee
that the polynomial has any rational roots at all.

Another possible strategy is to use some algebraic tricks to simplify the polynomial or reduce
its degree.

I notice that the polynomial has only even powers of z, so I can try to substitute y = z* and
see what happens.

Then the polynomial becomes y* + 3y — 4, which is a quadratic equation in 32,

I can try to factor this quadratic equation by looking for two numbers that multiply to —4 and
add to 3.

Those numbers are 4 and —1, so I can write y* +3y* —4 = (5> +4)(1* — 1).

Now I can substitute back z* = y and get z° + 3z — 4 = (z* + 4)(z* - 1).

This looks promising, b I have reduced the degree of the factors from 8 to 4.

I can try to factor each of these factors further, using the difference of squares formula.

I can apply the difference of squares formula again to the last factor and get z® + 3z* —

(z? + 2)(z* — 2)(z® + 1)(z + 1)(z — 1).

Now I have factored the polynomial completely into monic linear and quadratic factors with
integer coefficients.

These are the p;(z)’s that the problem is asking for.

To find the sum of their values at z = 1, I just need to plug in z = 1 into each factor and add
them up

Smphfy-xgem(l)+pzu)+ 4 2u(1) = -1 0).
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LLMs for Mathematics: PRM

Process-supervised Reward Model (PRM) [Lightman et al., 2023]
PRM scoring strategy experiment

* To select among multiple solutions, single score for each solution is required
* Score of the entire solution (2 strategies)
* Product of the correctness probabilities for each step in the solution
* Minimum correctness probability of all steps included in the solution
* How to consider neutral feedbacks
* Feedbacks were assigned as positive, negative, or neutral
* To consider neutral as positive or negative

product minimum
neutral = positive  78.2% 77.6%
neutral = negative  77.4% 77.8%

* Take product strategy, and consider neutral as positive

Algorithmic Intelligence Lab
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LLMs for Mathematics: PRM

Process-supervised Reward Model (PRM) [Lightman et al., 2023]

Process-supervised Reward Model vs. Outcome-supervised Reward Model
* PRM strongly outperform both ORM and majority-voting
* PRM is more effective on searching over large number of solutions (larger N)

ORM | PRM | Majority Voting
% Solved (Best-of-1860) | 72.4 | 78.2 69.6
78 4
76 1
-
»?- 74 4
@
[
@ 72
kel
v
2
S 70
w
€
2 68 A
Q
o
a
X 66
64 4 ~—— Process-Supervised RM
—— Outcome-Supervised RM
62 - -~ Majority Voting
10t 10? 10°

N = number of solutions per problem

Limitation: Human-labeled feedback data is very expensive and not scalable
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LLMs for Mathematics: Math-Shepherd

MATH-SHEPHERD [Wang et al., 2024]

Idea: Automatically construct process-wise supervision data
* For an intermediate reasoning step, complete the reasoning process N times
* Hard Estimation(HE): The step can reach the correct answer
yHE — {1 da; € A, a; :.a*
s 0 Otherwise

» Soft Estimation(SE): The frequency of trajectories reaching the correct answer

N Lk
sp_ 2u=11(a; = a”)
ysi - N :
[ Problem: Let p(x) be a monic polynomial of degree 4. Three ’ [

| of the roots of p(x)are 1, 2, and 3. Find p(0) + p(4).

4 N

Solution: S = Sy, S2, S3, ", Sk ]——»[ Answer: 20 X ] (a) Outcome Annotation: yg = 0

Golden Answer: 24

. J
e N

Problem: .... 521 ]—P[ $31 H }——P[ Sk, H Answer: 24 \/]

S1: Since three of the

roots of p(x)are 1, 2, and S22 H S22 ]——D[ H SKy,2 H Answer: 24 ./ ]

3, we can write : p(x) =

(x-D(x-2)(x-3)(x-1). 52’3]_.[ 32’3]_.[ H SK3,3H Answer:zoX]

2
(b): Process Annotation: y3f= 3 yliE = 1

1

s;: the £th step of the solution §.  s;j: the ith step of the j-th finalized solution.

anYe
\ VAN
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LLMs for Mathematics: Math-Shepherd

MATH-SHEPHERD [Wang et al., 2024]

Hard Estimation vs. Soft Estimation

3.0
86 -&— 7B
-o—- 13B )
> -o- 708 | 25
g4
L5 ~ L
< = —@— 7B:Soft
x82 ~— 13B:Soft
1.3 —e— 70B:50ft
80 o ~&— 70B:Hard
1 4 16 64 256 o 4 16 64 256
N = number of decoded path N = number of decoded path

Larger N led to more false-positives, decreasing annotation accuracy
Hard Estimation(HE) showed negligible difference at N = 4 with (SE)

Hard Estimation utilizes well to standard language modeling
* Predicting special tokens ‘has potential’ and ‘no potential’ labels

Chose Hard Estimation(HE) as main score strategy
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LLMs for Mathematics: Math-Shepherd

MATH-SHEPHERD [Wang et al., 2024]

Automated process-supervised verifier outperforms ORM consistently
e Outperformed human-annotated reward model, due to the data quantity (4x larger)

Algorithmic Intelligence Lab

Models Verifiers GSMS8K MATHS00
Self-Consistency 88.0 394
ORM 91.8 404
LLaMA2-70B: MetaMATH  Self-Consistency + ORM 92.0 42.0
MATH-SHEPHERD (Ours) 93.2 445
Self-Consistency + MATH-SHEPHERD (Ours) 92.4 45.2
Self-Consistency 82.6 442
ORM 90.0 43.7
LLemma-34B: MetaMATH  Self-Consistency + ORM 89.6 454
MATH-SHEPHERD (Ours) 90.9 46.0
Self-Consistency + MATH-SHEPHERD (Ours) 89.7 47.3
Self-Consistency 88.2 454
ORM 92.6 453
DeepSeek-67B: MetaMATH  Self-Consistency + ORM 924 47.0
MATH-SHEPHERD (Ours) 93.3 47.0
Self-Consistency + MATH-SHEPHERD (Ours) 92.5 48.1

GSMSK MATH
45
2925 g
) S
£90.0 z
H &40
B 875 3
z 3
3850 835
: z o sC
2825 -— SC 3 —@— ORM
£ ©— ORM £ 30 —@— PRMS00K
x800 ~®— SHEPHERD | = —@— SHEPHERD

1 4

16

64 256

N = number of solutions per problem

1 4 16 64 256
N = number of solutions per problem
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LLMs for Mathematics: Math-Shepherd

MATH-SHEPHERD [Wang et al., 2024]

Reinforcement learning reasoning model with process supervision
* Proximal Policy Optimization(PPO) in a step-by-step manner

Models GSMS8K MATH

LLaMA2-7B: MetaMATH 66.6 19.2
+ RFT 68.5 19.9
+ ORM-PPO 70.8 20.8
+ MATH-SHEPHERD-step-by-step-PPO (Ours) 73.2 21.6

Mistral-7B: MetaMATH 77.9 28.6
+ RFT 79.0 29.9
+ ORM-PPO 81.8 31.3
+ MATH-SHEPHERD-step-by-step-PPO (Ours) 84.1 33.0

* * RFT(Rejective Sampling Fine-tuning): SFT with sampled correct answer responses
* * ORM-PPO: PPO with outcome reward(correct/incorrect) of full solution

MATH-SHEPHERD can improve the reasoning model itself, not only working as verifier

Algorithmic Intelligence Lab
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LLMs for Mathematics: Math-Shepherd

MATH-SHEPHERD [Wang et al., 2024]

Reinforcement learning reasoning model with process supervision
* Proximal Policy Optimization(PPO) in a step-by-step manner

Models GSMS8K MATH

LLaMA2-7B: MetaMATH 66.6 19.2
+ RFT 68.5 19.9
+ ORM-PPO 70.8 20.8
+ MATH-SHEPHERD-step-by-step-PPO (Ours) 73.2 21.6

Mistral-7B: MetaMATH 77.9 28.6
+ RFT 79.0 29.9
+ ORM-PPO 81.8 31.3
+ MATH-SHEPHERD-step-by-step-PPO (Ours) 84.1 33.0

* * RFT(Rejective Sampling Fine-tuning): SFT with sampled correct answer responses
* * ORM-PPO: PPO with outcome reward(correct/incorrect) of full solution

MATH-SHEPHERD can improve the reasoning model itself, not only working as verifier
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LLMs for Mathematics: Formal Mathematical Reasoning

Formal Mathematical Reasoning [vang et al., 2024]

* LLMs show impressive capabilities in high school-level problems, but face
limitations in advanced mathematics

e Limitations of Al4Math in advanced mathematics:
* Data scarcity

* Lack of Correctness Verifiability
* GSM8k, MATH (pre-college mathematics) consist of single number solution problems
* But none of the Millenium Prize Problems have numeric solutions

Math-related
web documents

Problem: Suppose that the sum of the squares of two
Problems w/ step- complex numbers x and y is 7, and the sum of their cubes is

. 10. List all possible values for x + y, separated by commas.
by-step solutions P il y

Problems w/ tool-

integrated solutions Solution: Let’s use “sympy" to calculate and print all

possible values for x + y.
def possible_values():

X, y = symbols(“x y”)

eql = Eq(x¥k2 + ykx2, 7)

eq2 = Eq(x*k3 + y*x3, 10)

solutions = solve((eql, eq2), (x, y))

return [simplify(sol[@] + sol[1]) for sol in solutions]
print(possible_values())

s b, 4y

Removing duplicates, the possible values for x + y are
LLM pretrained Base math LLM Finetuned Tool-integrated | \boxed{-5, 1, 4}
on text and code math LLM math LLM
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LLMs for Mathematics: Formal Mathematical Reasoning

Formal Mathematical Reasoning [vang et al., 2024]

* Formal mathematics with proof assistants (e.g. Lean, Coq, Isabelle)
* Guarantee Correctness, Automatic Feedback

Theorem 1. There ezists an infinite number of primes.

Proof. Let n be an arbitrary positive integer, and let
p € Z* be a prime factor of n!+1. We can derive p > n
by noting that n! + 1 cannot be divided by positive
integers from 2 to n. Since n is arbitrary, we have

[ — S

U

7
4

|
1
1
1
1
1
1
1
1
1
1
1
\

let p := minFac (n ! + 1)

have f1 : n ! + 1 # 1 := ne_of_gt <| succ_lt_succ <| factorial_pos _
have pp : Prime p := minFac_prime f1

have np : n = p :=

Formal theorem (

theorem exists_infinite_primes (n : N)

le_of_not_ge fun h =>
have hi:
have h2
pp.not_dvd_one h:
» NP, pp)

n:N
ih:addOn’=n’

Fadd 0 (n’+1) =n’+1

<

\ proved that the number of primes is infinite. O ;
N N o e o o s
Proof search
Fadd00=0
n’:N
ihraddOn’=n’
o Fadd 0 (n'+1) =n’+1
S
&
S
-§
Fadd00=0
n:N casesn
FaddOn=n n’:N
Fadd 0 (n'+1) =n’+1
o
e
C
{”o
n:N
I false
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and proof)

VN

e e e e e e e e e e e e e e e e e e e e

:3p, n=<pAPrime p :=

:p |l n! :=dvd_factorial (minFac_pos _) h
:p | 1 := (Nat.dvd_add_iff_right hi).2 (minFac_dvd _)

ih:addOn’=n’

Fadd 0 (n+1) = n’+1 @

Local context + goal

Qrmal math library

Language model

!, simp [add, ih]
i rwih]

\
'
'

linarith

'
1
\

Tactic
suggestions

/

s s o o o i o o
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LLMs for Mathematics: AlphaProof

Alpha Proof [Google Deepmind, 2024]
e Last year, Al achieving silver-medal standard at IMO 2024 problems

* 28 out of 42 points, solving four out of six problems

Method:

* Fine-tune Gemini for a formalizer network (Formal Language: LEAN)
* AlphaZero reinforcement learning algorithm
* Generate solution candidates
* Prove or disprove the solution by searching possivle proof steps in LEAN

Informal :
Formalize

problems

Formalizer
network

Algorithmic Intelligence Lab

Formal
problems

Formal
proofs

Solver

=1E0om network

e AlphaZero

Score on IMO 2024 problems

Points total

TOTA

Human participant rank
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LLMs for Mathematics:

AlphaGeometry2

AlphaGeometry2 [Google Deepmind, 2025]

* This year, AlphaGeometry2 solves 42/50 of all 2000-2024 IMO geometry problem
* Surpassing an average gold medalist for the first time

* Symbolic engine: DDAR (Deductive Database Arithmetic Reasoning)
e Search Algorithm: Shared Knowledge Ensemble of Search Trees (SKEST)

1. Natural language problem
“Given right triangle ABC...”

!

2. Formalization
(A): “right_triangleabc; ...”
(B): diagram construction

e e l
//A L=

Classic LM Search

LM multi-aux search

/

~

LM operator search

* Using multiple search trees
* Deep, but narrow
* Shallow, but wide

* Different LMs for each search tree

System description

IMO-AG-50 solved

IMO-AG-30 solved

D)=

g

Shared workspace of
interesting* facts

Algorithmic Intelligence Lab

*Interesting = things about the original
problem that cannot be found by DDAR
without a particular aux point

OpenAl ol

Gemini thinking

AG1 DDAR (Trinh et al., 2024)

AG2 DDAR

TongGeometry DD (Zhang et al., 2024)
Average bronze medalist

Wu with AG1 DDAR (Sinha et al., 2024)
Average silver medalist

AG1 (Trinh et al., 2024)

Average gold medalist

Wu + AG1 (Sinha et al., 2024)
TongGeometry w/o value (Zhang et al., 2024)
AG2 with AG1 setup

TongGeometry full setting (Zhang et al., 2024)
AG2 full setting

0
0
14
16

27.1
33.9
27
40.9
38

42

0

0

14
15
18
19.3
21
22.9
25
25.9
27
28
28
30
30
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Motivation: Possibility of using LLMs for tabular learning

Is it possible to use LLMs for tabular learning?
* The flexibility of language makes it possible to transform tabular data into language.

Define the task and feature descriptions in language.
* Serialize data, and feed it into an LLM.

1. Tabular data with k& labeled rows

2. Serialize feature names and values into natural-language string with different methods

age | education | gain | income
39 Bachelor | 2174 <50K
36 HS-grad 0 >50K
64 12th 0 <50K
29 | Doctorate | 1086 | >50K
42 Master 594

{ .

The age is 29. The education is

Doctorate. The gain is 1086.

Does this person earn more than

50000 dollars? Yes or no?

Answer:

Algorithmic Intelligence Lab

> —>—’@ Yes )@>SOK)

‘ Manual Template l ‘ Table-To-Text LLM
The age is 42. The educa- The person is 42 years old. The person is 42 years old
tion is Master. The gain is She has a Master. The gain and has a Master’s degree.
594. is 594 dollars. She gained $594.

3. Add task-specific prompt (Does this person earn more than 50000 dollars? Yes or no? Answer:)

4a. Fine-tune LLM using
labeled examples

: The age is 42. The education is 4b. Use LLM for prediction

|
Preditions  Labels :

[

[

[

Master. The gain is 594. on unlabeled examples

Does this person earn more than

50000 dollars? Yes or no? —

Answer:
Yes

Backprop
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LLMs for Tabular Data: LIFT

Indeed, LLMs are competitive for tabular learning.

Dinh et al. (2022):

* Investigated the performance of the fine-tuned LLMs on tabular data.

Training Data

sepal length sepal width petal length petal width class
(cm) (cm) (cm) (cm)

Iris-setosa

6.1 28 47 1.2 Iris-versicolor

Option 1

An Iris plant with sepal length 5.1cm, sepal width 3.5cm, petal length
1.4cm, and petal width 0.2cm is Iris-setosa.

4.7cm, and petal width 1.2cm is Iris-versicolor.

Option 2

Without
feature
names

If x; = =5.1,x, = —3.5, x3 = —1.4,x, = 0.2, then y =Iris-setosa.

Sentence Conversion

Ifx; =6.1,x, =2.8x3 =4.7,x4 = 1.2, then y =lris-versicolor.

LIFT Training

Algorithmic Intelligence Lab

An Iris plant with sepal length 6.1cin, sepal width 2.8cm, petal length

Test Data
sepal length sepal width petal length petal width class
(cm) (cm) (cm) (cm)

Iris-virginica

l Sentence Conversion

Model An Iris plant with sepal length 6.8cm,

) . P t :
Fine-Tuning c= sepal width 3.0cm, petal length 5.5cm,
. and petal width 2.1cm is
Completion
Iris-virginica.
Model P t
M " Ifx; =6.8,x;=3.0,x3=55x, =
Fine-Tuning
) 2.1, theny =
Completion o
Iris-virginica.

LIFT Inference
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LLMs for Tabular Data: LIFT

Indeed, LLMs are competitive for tabular learning.

Dinh et al. (2022):

* |In-context learning with LIFT is competitive compared to prior methods.

Table 5: Comparison of accuracies (1) between ICL and fine-tuning with LIFT on OpenML
datasets. “LIFT/Full-Data” and “LIFT/Subset” represent LIFT on the full dataset and and its subset
used correspondingly in the ICL setting (number of prompts). Here, the size of subset is chosen to

satisfy the LMs’ context length. Overall, LIFT/GPTs on full data achieve the best performances.

However, when using the same number of samples, LIFT and ICL are more comparable in most
cases. Note that both methods may be worse than MCC due to the limited training data in some cases.

GPT-J GPT-3
Dataset (ID) - #Prompts | MCC | nContext ~ LIFT/Subset | LIFT/Full-data | In-Context ~LIFT/Subset | LIFT/Full-data
Breast (13) 35 | 70.69 | 56.90+19.51 58.62+2.44 | 64.94+11.97 | 62.07+1.41 70.69+0.00 | 71.26:+1.62
TAE (48) 50 | 3548 | 34.33+147 32264950 | 61.29+4.56 | 37.64+£4.02 33.33+1.52 | 65.59+6.63
Vehicle (54) 14 | 25.88 | 25.49+0.55 26.04+1.69 | 64314237 | 28.82+2.10 23.73+£227 | 70.20+2.73
Hamster (893) 43 53.33 | 48.89+3.14  60.00+10.88 | 55.55+16.63 | 57.78+6.29 53.33£0.00 | 53.33+0.00
Customers (1511) 29 | 68.18 | 56.06+17.14 59.85+2.84 | 8523+161 | 60.61+1.42 63.26+6.96 | 84.85+1.42
LED (40496) 33 68.67 | 10.00+0.82  13.04+3.27 | 65.33+047 | 8.00+£1.63 1133+2.62 | 69.33+2.05

Algorithmic Intelligence Lab
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LLMs for Tabular Data: Summary Boosting

LLMs can operate effectively as weak learners [Manikandan et al., 2023]
* Prompt the LLM to summarize the tabular dataset.
* The summary acts as a prompt that the LLM uses to make predictions.

* Such prompts summarizing different subsets of data can be seen as weak learners
for a boosting procedure.

Metadata
Records as text The dataset refers to clients of a Summarization prompt Candidate summaries
wholesale distributor. It includes
1.  This customer spends medium amounts on the annual spending in monetary {Metadata} I
fresh, milk, and delicatessen products, high units (m.u.) on diverse product I
amounts on grocery and detergents and paper categories.
products, and very little on frozen products. | < ’ Based on the data, a Horeca
This customer is located outside of Lisbon and {Rich Representative support set (Hotel/Restaurant/Café)
Porto. ### Hence this customer channel is ( Stratified examples} customer is someone who
Retail. LS LLM spends a low amount on all
150.The client spends a lot on frozen, delicatessen, CI"'StIer product categories, with the
2 samplin i . exception of delicatessen
Snalfet profmm TheyspendEvery low \ ping y, Tl;dr / Summarize in detail how can P )
amount on milk, products, and detergents and products. A Retail customer, ....
paper products. This client is located outside of we tell “{hethef the customer
Lisbon and Porto. ### Hence this customer channel is Retail or Horeca.
channel was Horeca (Hotel/Restaurant/Café). Selectbest
H H summa
Hypothesis generation ry

Inference prompt

Query Goal: Knowledge to Prediction.
This is a customer who spends very little {Metadata}
on fresh, milk, grocery, and frozen s
products, and spends less on detergents {Summary}

4 LLM {answer}

and paper products and delicatessen Now, {query}
products. The customer is from outside of » 1query,
Lisbon and Porto. Therefore, this customer’s channel will be

(Horeca or Retail):

Inference

Algorithmic Intelligence Lab
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LLMs for Tabular Data: Summary Boosting

Step 1: Data conversion.

* To utilize LLMs with tabular data, it is necessary to convert the records into natural
language descriptions.

But how?
e LIFT [Dinh et al., 2022] inserts attribute values into predefined templates.

* However, this approach often produces unnatural descriptions that differ from how
humans might describe the data.

* Depending on the dataset, designing the template by hand can also be challenging.

age | education | gain | income Manual T empl ate ]

39 Bachelor | 2174 <50K

36 | HS-grad | O >50K \\\
64 12th 0 <50K g The age is 42. The educa-
29 | Doctorate | 1086 | >50K tion is Master. The gain is
42 Master 594 594.
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LLMs for Tabular Data: Summary Boosting

Step 1: Data conversion.

e Get data descriptions by zero-shot prompting the LLM.

* With information about the dataset (Metadata) and a textual representation of the
tabular record (Data as Text).

on diverse product categories.

detergents and paper products : high
delicatessen products : medium

fresh products milk products grocery products frozen products ColerdanEsiand Celicanosasn customer's region CIStOIenS
paper products products channel
7057.0 9810.0 9568.0 1762.0 3293.0 1776.0 O“ts'd";,'(')'r‘:‘?” S Retail
Data as Text l
Metadata «  fresh products : medium (i
The dataset refers to clients of a * IS PRodUicts < fradium Concatenate the
wholesale distributor. It includes the : ?rrocenry [r)rgdui:t§ ¢ z:'gr: Sate ground truth
annual spending in monetary units (m.u.) . OzelpIocUCEs ey ess Preprocessor \_

customer's region : Outside Lisbon and Porto

Data Conversion prompt *

{Metadata}
Here is one example from this dataset.

Goal: Describe the given data in words.
{Data as Text}

Use your creativity to describe this data accurately and concisely. Do not add any additional information.

LLM

Algorithmic Intelligence Lab

Data Description

The customer's spending on fresh products is low, while
spending on milk products, grocery products, and
detergents and paper products is high. Spending on
frozen products and delicatessen products is medium.
The customer is from outside Lisbon and Porto. ###
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LLMs for Tabular Data: Summary Boosting

Step 1: Data conversion.

e Get data descriptions by zero-shot prompting the LLM.

* With information about the dataset (Metadata) and a textual representation of the
tabular record (Data as Text).

* Challenge: Naively including numerical values in the descriptions can lead to poor

performance.

* Bin all numerical features into percentiles and encode them descriptively.

Method

Data Representation

Example as text

4 bins + quantifiers
{very low, low, high,
very high}

- spending on fresh products : low

- spending on milk products : very high

- spending on grocery products : high

- spending on frozen products : high

- spending on detergents and paper products : high
- spending on delicatessen products : very high

- customer’s region : Outside Lisbon and Porto

This customer spends low amounts on fresh products, very high
amounts on milk products, high amounts on grocery products,
frozen products, detergents and paper products, and very high
amounts on delicatessen products. They are located outside of
Lisbon and Porto.

5 bins + quantifiers
{very low, low, medium,
high, very high}

- spending on fresh products : medium

- spending on milk products : very high

- spending on grocery products : high

- spending on frozen products : high

- spending on detergents and paper products : high
- spending on delicatessen products : very high

- customer’s region : Outside Lisbon and Porto

This customer from outside Lisbon and Porto spends medium on
fresh products, very high on milk products, high on grocery
products, high on frozen products, high on detergents and paper
products, and very high on delicatessen products.

7 bins + quantifiers
{extremely low, very low,
low, medium, high,
very high, extremely high}

- spending on fresh products : low

- spending on milk products : very high

- spending on grocery products : high

- spending on frozen products : high

- spending on detergents and paper products : very high
- spending on delicatessen products : extremely high

- customer’s region : Outside Lisbon and Porto

This customer situated outside Lisbon and Porto spends low on
fresh products, very high on milk products, high on grocery
products, high on frozen products, very high on detergents and
paper products, and extremely high on delicatessen products.

9 bins + quantifiers
{lowest, extremely low,
very low, low, medium,

high, very high,
extremely high, highest}

- spending on fresh products : low

- spending on milk products : extremely high

- spending on grocery products : high

- spending on frozen products : high

- spending on detergents and paper products : very high
- spending on delicatessen products : highest

- customer’s region : Outside Lisbon and Porto

This customer spends low amounts on fresh products, extremely
high amounts on milk products, high amounts on grocery
products, frozen products, detergents and paper products, and
highest amounts on delicatessen products. They are located
outside Lisbon and Porto.

Algorithmic Intelligence Lab
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LLMs for Tabular Data: Summary Boosting

Step 1: Data conversion.

e Get data descriptions by zero-shot prompting the LLM.

* With information about the dataset (Metadata) and a textual representation of the
tabular record (Data as Text).

e Challenge: Naively including numerical values in the descriptions can lead to poor

performance.
* Bin all numerical features into percentiles and encode them descriptively.

Transformations on continuous attributes (Wine dataset)

>
o

o
~

o
N

Validation error rate

&
o

aoins * Foinst M s rafP10 010 o centh® g de¥  farile®
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LLMs for Tabular Data: Summary Boosting

Step 2: Weak learning via summarization.

e A typical method for performing few-shot learning with LLMs involves providing a
small number of demonstrations.

* However,
* There may be a large number of data points that do not fit within the LLM context.
* Increasing the number of examples in the context does not always improve performance.
- Necessitate alternative approaches to weak learning via LLMs.

Comparing summary vs. few-shot with support set size

tae bc ve VC
0.71 —e— Few-shot _%.\ i i
= —&— Summary \ \L
E 0.6 ! @»\‘ - ‘\ - gl \\
s \\ \ \\
S \ \
t 05 -\/ il i R
Qv xﬁ""%-. \\\
) ‘*\,\{@9 \
9 0.4 - i N\
Q>
Ne
0.3 1 . .
10 20 10 20 10 20 10 20

Support set size
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LLMs for Tabular Data: Summary Boosting

Step 2: Weak learning via summarization.

* Produce summaries of a collection of examples.
* Summarization naturally encourages the extraction of representative information in data.
* First, perform summarization on the data by calling the LLM.
* Second, by using the summary as a prompt, the LLM performs inference.

Metadata
RecOrdo R exT The dataset'ref‘ers to clignts ofa Summarization prompt Candidate summaries
wholesale distributor. It includes
1.  This customer spends medium amounts on the annual spending in monetary {Metadata} |
fresh, milk, and delicatessen products, high units (m.u.) on diverse product I
amounts on grocery and detergents and paper categories.
products, and very little on frozen products. I Based on the data, a Horeca

This customer is located outside of Lisbon and
Porto. ### Hence this customer channel is
Retail.
150.The client spends a lot on frozen, delicatessen,
andden proqucts. They spend a very low Tl;dr / Summarize in detail how can
amount on milk, products, and detergents and
paper products. This client is located outside of we tell whether the customer
Lisbon and Porto. ### Hence this customer channel is Retail or Horeca.
channel was Horeca (Hotel/Restaurant/Café).

{Rich Representative support set (Hotel/Restaurant/Café)
examples} customer is someone who
LLM spends a low amount on all
product categories, with the
exception of delicatessen
products. A Retail customer, ...

Stratified
cluster
sampling

Select best

Hypothesis generation summary

Inference prompt

e Goal: Knowledge to Prediction.

{Metadata}

This is a customer who spends very little
on fresh, milk, grocery, and frozen SOy
products, and spends less on detergents ry LLM {answer}
and paper products and delicatessen Now, {query}

products. The customer is from outside of ! ry

Lisbon and Porto.

Therefore, this customer’s channel will be
(Horeca or Retail):

Inference
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LLMs for Tabular Data: Summary Boosting

Step 2: Weak learning via summarization.

e Challenge 1: The sampled summary can sometimes be noisy.

* Generate a fixed number of summaries and pick the the smallest validation error rate.

e Challenge 2: The context size of existing LLMs is still limited.
* We cannot fit the entire dataset into the context for summarization.
- Use only a representative subset obtained through weighted stratified sampling.

Algorithmic Intelligence Lab
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LLMs for Tabular Data: Summary Boosting

Step 2: Weak learning via summarization.

Step 3: Boosting.

* Use the AdaBoost algorithm to produce an ensemble with these collections of
summary-based weak learners.

Algorithmic Intelligence Lab
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LLMs for Tabular Data: Summary Boosting

LLMs with summarization are a good candidate for creating weak learners.

The LLMs themselves do not have enough built-in knowledge to succeed at tabular

data zero-shot.

Few-shot consistently improves the test performance compared to zero-shot.
* Added information is crucial for LLMs to work on tabular datasets.
Summary consistently improves upon few-shot.
* Summarization is a powerful way to improve few-shot performance.
Boosting with summarization consistently outperforms all other prompting-based

approaches.
Dataset Data Type Size | Zero-shot Few-shot Summary Summary Boosting
caesarian [cae] (42901) 1c4d 80 0.425+0.04 0.388+ 0.02 0.350+ 0.04 0.300+ 0.04
iris (61) 4c0d 150 0.6804 0.02 0.4604+ 0.01 0.275+ 0.07 0.193+0.03
tae (48) 1c4d 151 0.556+ 0.07 0.494+ 0.01 0.474+ 0.02 0.454+ 0.03
glass (41) 9c0d 214 0.4864+ 0.01 0.473+0.01 0.466+ 0.02 0.370+ 0.02
breast-cancer [bc] (13) 7c5d 277 0.7544 0.02 0.516+ 0.02 0.337+0.02 0.288+0.02
visualizing-environmental [ve] (678) 3c0d 111 0.52240.01 0.3664 0.01 0.304+ 0.02 0.268+ 0.03
analcatdata-chlamydia [ac] (535) 2c2d 100 0.200+ 0.00 0.200+ 0.00 0.170+ 0.01 0.170+ 0.01
wine (43571) 13c0d 178 0.8204+0.03 0.674+ 0.02 0.475+ 0.01 0.320+0.01
blood-transfusion-center [btc] (1464) 4c0d 748 0.544+0.01 0.430+0.00 0.258+ 0.04 0.240+0.04
somerville-happiness-survey [shs] [Koczkodaj, 2018] 0c7d 143 0.416+0.03 0.3854+0.03 0.422+ 0.02 0.3504+ 0.02
vehicle (54) 18c0d 846 0.7654 0.00 0.5604 0.01 0.510+ 0.02 0.4104+ 0.04
statlog-heart [stath] [Dua and Graff, 2017] 6c7d 270 0.551+0.01 0.528+0.01 0.444+0.05 0.430£ 0.01
verterbra-column [vc] (1524) 6c0d 310 0.714+0.03 0.435+0.06 0.327+4+ 0.01 0.262+ 0.01
ecoli (1011) 7c0d 336 0.581+ 0.02 0.562+ 0.01 0.480#+ 0.01 0.270+ 0.03
haberman-survival [hs] (43) 3c0d 306 0.308+ 0.02 0.262+0.01 0.2774+ 0.01 0.250+ 0.01
diabetes [dia] (37) 8c0d 768 0.4464+0.04 0.400+ 0.00 0.360+ 0.01 0.3444+0.01
visualizing-hamster [hams] (708) 5c0d 73 0.464+ 0.03 0.481+0.05 0.360+ 0.02 0.207+ 0.00
wholesale-customers [wc] (1511) 6cild 440 0.364+ 0.01 0.347+0.01 0.349+ 0.02 0.330+ 0.00
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LLMs for Tabular Data: Summary Boosting

When the datasets have many numerical features, the performance can be worse.

* LLMs are fairly bad at quantitative reasoning without fine-tuning.

Summary Boosting performs very well when the size of the dataset is very small.
* LLMs have a large amount of generic prior about the world from pre-training.

* When the dataset is large, this prior knowledge becomes less relevant, and fine-
tuning becomes more competitive.

Dataset Data Type Size | Summary Boosting LIFT KNN TabPFN Xgboost

cae (42901) 1c4d 80 0.300+ 0.04 0.312+0.02 0.300+ 0.00 0.425+0.07 0.412+ 0.05
iris (61) 4c0d 150 0.193+0.03 0.100+0.01 0.106+ 0.02 0.027+ 0.00 0.054+ 0.04
tae (48) 1c4d 151 0.454+0.03 0.480+ 0.04 0.532+ 0.01 0.450+0.13 0.464+ 0.01
glass (41) 9c0d 214 0.370+ 0.02 0.218+0.02 0.294+ 0.03 0.158+0.05 0.254+ 0.05
be (13) 7cbd 277 0.288+ 0.02 0.318+ 0.01 0.277+ 0.02 0.264+ 0.01 0.270+ 0.01
ve (678) 3c0d 111 0.268+ 0.03 0.430+0.04 0.308+ 0.01 0.370+ 0.04 0.279+ 0.02
ac (535) 2c2d 100 0.170+0.01 0.180+ 0.06 0.170+ 0.01 0.090+0.01 0.110+ 0.04
wine (43571) 13c0d 178 0.320+ 0.01 0.065+ 0.01 0.214+0.05 0.040+0.01 0.040+ 0.01
btc (1464) 4c0d 748 0.240+ 0.04 0.270+0.01 0.238+ 0.00 0.209+0.01 0.219+ 0.01
shs [Koczkodaj, 2018] 0c7d 143 0.350+ 0.02 0.419+ 0.02 0.326+0.03 0.392+ 0.00 0.406+ 0.00
vehicle (54) 18c0d 846 0.410+0.04 0.111+o0.16 0.636+ 0.01 0.178+0.01 0.260+ 0.00
stath [Dua and Graff, 2017] 6c7d 270 0.430+0.01 0.122+0.17 0.244+ 0.03 0.148+0.03 0.215+ 0.00
ve (1524) 6c0d 310 0.262+0.01 0.192+0.03 0.318+ 0.02 0.135+0.00 0.187+ 0.04
ecoli (1011) Tc0d 336 0.270+0.03 0.126+0.03 0.211+0.03 0.036+ 0.02 0.066+ 0.01
hs (43) 3c0d 306 0.250+ 0.01 0.314+0.03 0.278+ 0.00 0.262+ 0.02 0.281+ 0.02
dia (37) 8c0d 768 0.344+0.01 0.324+0.04 0.353+0.02 0.238+0.03 0.234+ 0.00
hams (708) 5c0d 73 0.207+0.00 0.334+0.08 0.528+ 0.02 0.328+0.01 0.411+ 0.01
we (1511) 6cid 440 0.330+ 0.00 0.1254+0.04 0.043+ 0.00 0.088+ 0.00 0.098+ 0.02
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LLMs for Tabular Data: TP-BERTa

Tabular features are roughly categorized into:

* Discrete type (categorical, binary, or string features)

* (Can be naturally understood by LLMs.

* E.g., “Male” and “Female” are values of the discrete feature “Gender.”
e Continuous type (i.e., numerical features)

* Still difficult to make fully understandable to LLMs.

* Wide range of values & counter-intuitive meanings of exact numerical values.

Discrete text representation space is incompatible with numerical values.
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LLMs for Tabular Data: TP-BERTa

Tabular Prediction adapted BERT approach [van etal., 2023]
* TP-BERTa is built on the basis of ROBERTa as default.

* Discretizes numerical feature values as relative magnitude tokens (RMT).
* Treat them as some meaningful words in the LLM’s vocabulary.

* Intra-feature attention (IFA) module attentively fuses the embeddings of a
feature’s name and value.

* Achieves feature order-agnostic prediction.

———>(  Semantic —> | Gender Position IDs 0 1 2 0 outcome
Feature names Embeddng | @ m—mm—— T T T T T T T T T T T T T T T T T T T T T T T T T - ¢
—> Layer —> |B|]P Input Tokens [CLS] B P MT#i

Classification

condor BB min[ 15 MT embedding | W " . or Regression Head
0L csp| B | P | MT# |- ~> [ [CLSJee | 1] oy
female [123.6F>€) ® [T ombedin _ n /
(ML Gl | < ¢
: num. feature embedding =
Inplut table 2 ==/
! max|nth MT embedding 2 ‘g a
. RMT process ‘ [CLS]| G | Female |» ->| [CLS]s LM Encoder
Semantic Embedding | ]  Female cat. feature embedding Pre-training
Cat. feature values Layer il IFA process & Finetune

Algorithmic Intelligence Lab



LLMs for Tabular Data: TP-BERTa

Tabular Prediction adapted BERT approach [van etal., 2023]

* GBDTs still outperform classical and advanced DNNs in typical regimes.

* However, the pre-trained TP-BERTa shows competitive performances.

* TP-BERTa is stably promising when discrete features begin to dominate.

* While for purely numerical datasets, GBDT are still better choices.

Baselines

80 downstream binary classification tasks

65 downstream regression tasks

All a>0 a>1 a=0 >0 B>05| Al a>0 a>1 a=0 B>0 B>05
XGBoost(d) | 7.7(4.0) 7.8(4.1) 9.2(4.0) 6.8(3.5) 8.2(4.1) 833.9)|7.744) 7.74.6) 734.1) 784.0) 8.04.7) 9.2(4.3)
CatBoost(d) | 6.7(4.1) 6.8(4.0) 7.4(4.0) 6.04.6) 7.04.1) 6.8(4.2) | 552.7) 5.52.6) 5527 563B.0) 552.7) 5.8(.2
FTT(d) 7.1(3.5) 7.0(3.5) 6.6(3.5) 69(3.6) 69(3.6) 7.2(3.6) | 7.8(27) 7.82.5) 823.0) 7.6(32) 8.0(2.6) 83(1.3)
TransTab(d) | 11.0(4.5) 11.2(4.5) 11.2(4.1) 10.2(4.6) 11.6(4.3) 11.7(4.2)(12.1(4.0) 12.1(3.8) 13.3(2.2) 12.4(4.5) 12.0(4.0) 13.6(1.2)
XGBoost(t) | 6.2(4.1) 6.3(4.1) 6.54.3) 594.2) 6.54.2) 6.74.5)|4.53.7) 43@3.8) 3.33.3) 503.5) 4739 4.13.2
CatBoost(t) | 5.93.8) 63(3.9) 7.1(41) 493.1) 64(39) 64(4.1)|5536) 57(3.6) 5835 4937 5737 61338)
MLP(t) 8.6(4.0) 8.9(39) 8.7(4.1) 8.5(4.1) 8.53.9 8.34.1)]|853.6) 88(3.4) 9.33.2) 7.6(41) 9.034) 7.5@3.8
Autolnt(t) 8.0(3.5) 7.8(3.3) 7.4(34) 8.64.0)0 7.734) 7.73.2) | 83(3.0) 8.6(3.0) 8.52.7) 7.4@3.1) 8.33.0) 8.2(3.2
DCNv2(t) 7.93.9) 8.03.9 843.8) 7.94.00 7.739) 8.8(3.3)|84(34) 8.4(3.5 85@3.1) 853.2) 843.5) 17.2(.5)
TabNet(t) |12.1(3.5) 12.4(3.3) 127(2.7) 11.54.2) 12.3(3.4) 12.3(3.8)|12.6(3.6) 13.2(2.6) 13.12.4) 10.5(5.1) 13.5(1.9) 14.1(1.4)
SAINT(t) 8.2(3.8) 8.03.7) 8.14.1) 8.74.2) 793.8) 7.5@3.9) |7.6(3.8) 7.3(3.9) 7.73.3) 84(3.7) 6.6(3.6) 7.2(3.0)
FTT(t) 6.8(3.5) 6.8(3.6) 6.5(3.4) 6.2(3.3) 693.6) 693.9)|7934) 7.63.3) 7.73.1) 9.034) 7.23.0) 6.8(3.2)
XTab(t) 9.8(4.0) 9.74.0) 89(3.8) 10.54.1) 9.4(4.0) 9.9(3.7) [12.4(2.8) 12.5(2.8) 13.3(1.6) 12.0(3.0) 12.4(2.9) 13.1(1.8)
Ours ;(d) 8.4(4.5) 7.74.5) 7.0(5.0) 994.1) 794.6) 7.04.7) | 6.94.6) 63(4.4) 4839 855.0) 6.54.5 5239
Ours(d) 5.84.0) 5.1(3.9) 44(3.3) 7.53.7) 5.2(41) 4.53.4) | 4328 4.12.6) 3924) 4834 43127 3.62.8)
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LLMs for Tabular Data: TP-BERTa

Tabular Prediction adapted BERT approach [van etal., 2023]

 Why were LMs neglected on tabular prediction?
* Numerical encoding strategy comparison.
1. Value2Str: directly treating numerical values as strings.
2. VMFE: value-multiplied feature name embeddings.

— These strategies hurt AUC scores on the most significantly changed datasets.

Table 2: Performance changes on encoding strategy substitution and IFA ablation using 80 binary
classification datasets. The column “|A| < 0.5%” denotes the number of datasets with AUC vari-
ation less than 0.5% (these datasets are called “insignificantly changed datasets” due to different
random seeds); the other “A” columns use similar denotations. “Avg. diff.”” means the average per-
formance difference on significantly changed datasets. “Avg. training time ratio” is the average ratio
of training time compared to using the IFA module. Appendix 11 gives more detailed performances.

Comparison (numerical encoding strategies)

Substitution I|1A] <0.5% A < —0.5% A > 0.5% Avg. diff.
Value2Str (Borisov et al., 2022b) 16 54 10 -12.45%
VMEE (Ye et al., 2023) 34 36 10 -3.44%

Ablation (w/o IFA module)

Avg. training IA| <0.5% A < —0.5% A > 0.5% Avg. diff.
time ratio
1.32 14 52 14 -417%
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LLMs for Tabular Data: TP-BERTa

Tabular Prediction adapted BERT approach [van etal., 2023]

 Why were LMs neglected on tabular prediction?

* |FA module ablation.

* A noticeable performance degradation occurs when directly feeding all feature names
and values to the LM.

- LMs are likely to be confused when they process a pile of unmatched feature name-
value texts.

Table 2: Performance changes on encoding strategy substitution and IFA ablation using 80 binary
classification datasets. The column “|A| < 0.5%” denotes the number of datasets with AUC vari-
ation less than 0.5% (these datasets are called “insignificantly changed datasets” due to different
random seeds); the other “A” columns use similar denotations. “Avg. diff.”” means the average per-
formance difference on significantly changed datasets. “Avg. training time ratio” is the average ratio
of training time compared to using the IFA module. Appendix 11 gives more detailed performances.

Comparison (numerical encoding strategies)

Substitution I|1A] <0.5% A < —0.5% A > 0.5% Avg. diff.
Value2Str (Borisov et al., 2022b) 16 54 10 -12.45%
VMEE (Ye et al., 2023) 34 36 10 -3.44%

Ablation (w/o IFA module)

Avg. training
time ratio

IA] <0.5% A < —0.5% A > 0.5% Avg. diff.

132 14 52 14 -4.17%
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LLMs for Tabular Data: TP-BERTa

Tabular Prediction adapted BERT approach [van etal., 2023]

 Why were LMs neglected on tabular prediction?

* Using RoBERTa weights is better than random weights.
- LM weights have inherently entailed meaningful semantic knowledge.

* A more significant leap can be achieved by further pre-training on extensive tabular
data.

—> LMs are also effective in transferring tabular data knowledge and suitable for cross-
table pre-training.

Table 3: Performance changes by comparing the pre-trained TP-BERTa with (1) TP-BERTa ran-
domly initialized and (2) TP-BERTa initialized with the RoOBERTa weights. “Avg. diff.” is calcu-
lated by excluding the datasets with |A| < 0.5%.

Comparison (w/ no pre-training) using 80 binary classification datasets
Initialization||A| < 0.5% A < —0.5% A > 0.5% A < —3% A > 3% Avg. diff.

Random 29 41 10 26 5 -3.16%
RoBERTa 26 35 19 21 6 -2.79%
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LLMs for Tabular Data: FeatLLM

Current LLM-based tabular learning methods have some limitations.
* At least one LLM inference per sample is required.

* Fine-tuning the LLM can be infeasible.
* Recently proposed top-performance LLMs only permit limited access via APIs.

* Not suitable with lengthy prompts.
* Text length becomes long when the number of features in tabular data grows.

Han et al. (2024): Aims to understand the criteria underlying LLM predictions.

* For the task of predicting a particular disease, the LLM can directly infer and
generate rules that determine which feature conditions result in identifying the
disease.
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LLMs for Tabular Data: FeatLLM

Step 1: FeatLLM extracts rules for each class.

e Utilizing prior knowledge and few-shot examples.

Step 2: These rules are parsed and applied to create binary features for samples.
Step 3: A linear layer is trained on features to estimate class likelihoods.

Step 4: This procedure is repeated multiple times for ensembling.

Meta-Info /
Task Description: A Rules for class 1
Predict credit risk SJ\’
R1: age >= 50

Features: age, ... Task: <Desc.> R2:...
Features: <Desc.> 4,0.-
Examples: <Desc.> : .. 0, Class1: O 754
.. Rules for class N ||. » : I » Class1:0.63
I gzep; ||- Rt 290 < 50 s Class N 0.18 ||» :
I ep 2. .. R2: w\ Class N: 0.21
ATRNES Extract rules Feature Linear model Ensembled

\via LLM Generation for classification /j Results

Bagging Prompt for LLM
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LLMs for Tabular Data: FeatLLM

Prompt design for extracting rules.

* Guide the problem-solving process to mimic how an expert human might

approach it.

Algorithmic Intelligence Lab

You are an expert. Given the task description and the
list of features and data examples, you are extracting
conditions for each answer class to solve the task.

Task: <Task description>
Features: <Feature descriptions>
Examples: <Serialized training examples>

Let’s first understand the problem and solve the problem
step by step.

Step 1. Analyze the causal relationship or tendency
between each feature and task description based on
general knowledge and common sense within a short
sentence.

Step 2. Based on the above examples and Step 1’s results,
infer 10 different conditions per answer, following
the format below. The condition should make sense,
well match examples, and must match the format for
[condition] according to value type.

Format for Response:
10 different conditions for class [Class name]:
- [Condition]

Format for [Condition]:

For the categorical variable only,

- [Feature] is in [List of categories]

For the numerical variable only,

- [Feature] (> or >= or < or <=) [Value]

- [Feature] is within range of [Value_start, Value_end]

Answer:
Step 1.
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LLMs for Tabular Data: FeatLLM

Prompt design for extracting rules.

* Guide the problem-solving process to mimic how an expert human might

approach it.

* Basic information description: Essential information for solving the problem.
e The task description is formulated as a question.

* The feature description indicates its value type and includes information.

* Few training samples are serialized into text, along with their ground-truth labels.

Serialize(x",y*, F) =

“frisxj. ... fqis x}. Answer:y"”

Algorithmic Intelligence Lab

Data | Task description

Adult Does this person earn more than 50000 dollars per year? Yes or no?

Bank Does this client subscribe to a term deposit? Yes or no?

Blood Did the person donate blood? Yes or no?

Car How would you rate the decision to buy this car? Unacceptable, acceptable, good or very good?
Communities | How high will the rate of violent crimes per 100K population be in this area. Low, medium, or high?
Credit-g Does this person receive a credit? Yes or no?

Diabetes Does this patient have diabetes? Yes or no?

Heart Does the coronary angiography of this patient show a heart disease? Yes or no?

Myocardial
Cultivars
NHANES
Sequence-type
Solution-mix

Does the myocardial infarction complications data of this patient show chronic heart failure? Yes or no?
How high will the grain yield of this soybean cultivar. Low or high?

Predict this person’s age group from the given record. Senior or non-senior?

What is the type of following sequence? Arithmetic, geometric, fibonacci, or collatz?

Given the volumes and concentrations of four solutions, does the percent concentration of the mixed
solution over 0.5? Yes or no?
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LLMs for Tabular Data: FeatLLM

Prompt design for extracting rules.

* Guide the problem-solving process to mimic how an expert human might
approach it.

* Basic information description: Essential information for solving the problem.

e Reasoning instruction: Enhance the LLM’s reasoning by providing guidance.
* Introductory sentence similar to the chain-of-thought approach.
* Step 1: LLM is encouraged to infer the causal relationship.

* Step 2: LLM uses example demonstrations and the information of the first step to
deduce rules for each class.

Let’s first understand the problem and solve the problem
step by step.

Step 1. Analyze the causal relationship or tendency
between each feature and task description based on
general knowledge and common sense within a short
sentence.

Step 2. Based on the above examples and Step 1’s results,
infer 10 different conditions per answer, following
the format below. The condition should make sense,
well match examples, and must match the format for
[condition] according to value type.
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LLMs for Tabular Data: FeatLLM

Prompt design for extracting rules.

* Guide the problem-solving process to mimic how an expert human might
approach it.
* Basic information description: Essential information for solving the problem.

e Reasoning instruction: Enhance the LLM’s reasoning by providing guidance.
* Introductory sentence similar to the chain-of-thought approach.
* Step 1: LLM is encouraged to infer the causal relationship.

* Step 2: LLM uses example demonstrations and the information of the first step to
deduce rules for each class.

Step 1. The relationship between each feature and the task description:

- Age: There is a tendency for older age to be associated with a higher risk of heart disease.

- Sex: There may be a difference in the prevalence of heart disease between males and females, with males potentially having a
higher risk.

- ChestPainType: Certain types of chest pain, such as NAP and ASY, may be indicative of heart disease.

- RestingBP: Higher resting blood pressure levels may be associated with a higher risk of heart disease.

- Cholesterol: Higher levels of serum cholesterol may be associated with a higher risk of heart disease.

- FastingBS: Fasting blood sugar levels above 120 mg/dl may be indicative of heart disease.

- RestingECG: Abnormal resting electrocardiogram results, such as ST and LVH, may be indicative of heart disease.
- MaxHR: Lower maximum heart rate achieved may be associated with a higher risk of heart disease.

- ExerciseAngina: The presence of exercise-induced angina may be indicative of heart disease.

- Oldpeak: Higher values of oldpeak (ST depression) may be associated with a higher risk of heart disease.

- ST_Slope: The slope of the peak exercise ST segment may provide information about the presence of heart disease.
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LLMs for Tabular Data: FeatLLM

Prompt design for extracting rules.

* Guide the problem-solving process to mimic how an expert human might
approach it.
* Basic information description: Essential information for solving the problem.
* Reasoning instruction: Enhance the LLM’s reasoning by providing guidance.
* Response instruction: Guide the LLM on structuring its response.

Format for Response:
10 different conditions for class [Class name]:
- [Condition]

Format for [Condition]:

For the categorical variable only,

- [Feature] is in [List of categories]

For the numerical variable only,

- [Feature] (> or >= or < or <=) [Value]

- [Feature] is within range of [Value_start, Value_end]
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LLMs for Tabular Data: FeatLLM

Prompt design for extracting rules.

* Guide the problem-solving process to mimic how an expert human might
approach it.

Step 2. Inferred conditions for each answer class:

10 different conditions for class “no’:
- Age is within range of [40, 60]

- Sex is in [F]

- ChestPainType is in [ATA, NAP]
- RestingBP (< 140)

- Cholesterol (< 200)

- FastingBS is in [0]

- RestingECG is in [Normal]

- MaxHR (> 140)

- ExerciseAngina is in [N]

- Oldpeak (< 1.0)

10 different conditions for class “yes”:
- Age is within range of [50, 70]
- Sex is in [M]

- ChestPainType is in [ASY, TA]
- RestingBP (> 140)

- Cholesterol (> 200)

- FastingBS is in [1]

- RestingECG is in [ST, LVH]

- MaxHR (< 150)

- ExerciseAnginais in [Y]

- Oldpeak (> 1.0)
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LLMs for Tabular Data: FeatLLM

Parsing rules for feature generation.

» Utilize the rules to create new binary features.

* Created for each class, indicating whether the sample satisfies the rules associated
with that class.

<start>
. def extracting_features_no(df_input):
Conditions:
- Age is within range of [40, 60] df_output = pd.DataFrame()
- Sex is in [F] df_output[‘Age’] = df_input[‘Age’].apply(lambda x: 1 if x >= 40 and x <= 60 else 0)

df_output[ ‘Sex’] = df_input[ ‘Sex’].apply(lambda x: 1 if x == ‘F’ else 0)

- ChestPainType is in [ATA, NAP] df output[ ‘ChestPainType’] = df input[‘ChestPainType’].apply(lambda x: 1 if x in [‘ATA’, ‘NAP’] else 0)

- RestingBP (< 140) df_output[ ‘RestingBP’] = df_input[ ‘RestingBP’].apply(lambda x: 1 if x < 140 else 0)

- Cholesterol (< 200) df_output[ ‘Cholesterol’] = df_input[ ‘Cholesterol’].apply(lambda x: 1 if x < 200 else 0)

_ : S df_output[ ‘FastingBS’] = df_input[ ‘FastingBS’].apply(lambda x: 1 if x == 0 else 0)
FaStl.ngBS L }n [0] df_output[ ‘RestingECG’] = df_input[ ‘RestingECG’].apply(lambda x: 1 if x == ‘Normal’ else 0)

- RestingECG is in [Normal] df output[*‘MaxHR’] = df input[*MaxHR’].apply(lambda x: 1 if x > 140 else 0)

- MaxHR (> 140) df_output[ ‘ExerciseAngina’] = df_input[ ‘ExerciseAngina’].apply(lambda x: 1 if x = ‘N’ else 0)

- ExerciseAngina is in [N] df_output[ ‘Oldpeak’] = df_input[ ‘Oldpeak’].apply(lambda x: 1 if x < 1.0 else 0)

- Oldpeak (< 1.0)

return df_output
<end>
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LLMs for Tabular Data: FeatLLM

Inferring class likelihood.

* Asimple method to measure the class likelihood of the sample is to count how
many rules of each class it satisfies.

 However, not all rules carry the same importance.
* FeatLLM learns this importance using a linear model without bias.

logit: = max(wy, 0) - zi,

p’ = Softmax ([logit!, ..., logit’]).
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LLMs for Tabular Data: FeatLLM

Ensembling with bagging.

* Repeatedly execute the entire process to create multiple models to make the
final prediction via ensemble.
* The high temperature for LLM inference.
e Randomize the order of few-shot demonstrations.
* Bagging to select a subset of features or instances for each trial.

What are the advantages of the ensemble approach?

* Even if the LLM generates incorrect rules, other trials can compensate.

* LLM'’s self-consistency: Rules commonly inferred across multiple trials are more
likely to be accurate.

e Address the limitation of LLM’s prompt size.
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LLMs for Tabular Data: FeatLLM

FeatLLM consistently ranks as the top performer or secures the second place.

Data ‘ Shot ‘ LogReg XGBoost SCARF TabPFN STUNT In-context TABLET TabLLM ] Ours
Adult 4 [72.10+£12.30 50.00£0.00 58.34+15.42 60.89+23.28 67.43+29.61 77.51+£5.24 75.29+12.24 83.57+2.69 | 86.68+0.86
8 | 76.02+3.37 59.19+6.92 72.42+8.95 70.42+9.96 82.16+6.93 79.30+2.89 77.56+7.56 83.52+4.30 | 87.89+0.06
16 | 75.20+5.10 60.68+13.92 75.63+9.56 70.34+9.96 80.57+£10.93 79.50+4.57 79.744+5.64 83.23+2.45 | 87.54+0.50
Bank 4 | 63.70£3.87 50.00£0.00 58.53+£5.49 63.19+11.60 56.34+12.82 61.38+1.30 58.11+6.29 62.51+8.95 | 70.45+3.69
8 | 72.52+3.21 58.78+10.54 55.28+11.88 62.81+7.84 63.01+8.78 69.57+13.35 69.08+6.00 63.19+5.79 | 75.85+6.66
16 | 77.51+£3.09 70.34+5.86 65.81+1.79 73.79+2.21 69.85+0.95 69.76+8.55 69.40+11.28 63.73+6.43 | 78.41+1.08
Blood 4 [56.794+26.02 50.00£0.00 56.224+21.00 58.72+19.16 48.57+6.04 56.30+12.43 56.45+15.45 55.87+13.49 | 68.34+7.48
8 | 68.51+£5.16 59.97+1.36 65.77+£5.00 66.30+£10.01 60.00+4.84 58.99+10.12 56.37£11.56 66.01+9.25 | 70.37+3.23
16 | 68.30+6.16 63.28+7.62 66.27+£5.04 64.14+6.80 54.76+4.53 56.59+5.21 60.62+4.13 65.14+7.55 | 70.07+5.19
Car 4 | 62.38+4.13 50.00£0.00 62.52+3.80 58.14+4.15 61.32+3.83 62.47+247 60.21+4.81 85.82+3.65 | 72.69+1.52
8 | 72.05+£1.20 64.00+3.57 72.23+2.59 63.95+4.35 67.86+:0.49 67.57+3.44 65.53+8.00 87.43+2.56 | 73.261+1.46
16 | 82.42+4.13 72.26+4.43 75.77£2.71 71.354£5.33 75.56+2.88 76.94+3.04 74.02+1.01 88.65+2.63 | 79.43+1.24
Credit-g 4 | 52.68+4.46 50.00+0.00 48.924+4.60 54.00+7.34 48.80+6.76 52.99+4.08 54.33+6.54 51.904+9.40 | 55.94+1.10
8 | 55.52+8.88 52.22+490 55.26+£3.92 52.58+11.27 54.504+8.25 52.43+4.36 52.90+5.79 56.42+12.89 | 57.42+3.10
16 | 58.26+5.17 56.23+4.37 59.22+11.38 58.91+8.04 57.63+7.58 55.29+4.80 51.65+4.02 60.38+14.03 | 56.60+2.22
Diabetes 4 |57.09+18.84 50.00£0.00 62.35+7.48 56.28+13.01 64.22+6.78 71.71£5.31 63.96+3.32 70.42+3.69 | 80.28+0.75
8 [65.52+13.18 50.86+£22.03 64.69+13.33 69.08+9.68 67.39+12.92 72.21+2.07 65.47+£3.95 64.30+£5.88 | 79.38+1.66
16 | 73.44+0.52 65.69+6.54 71.86+3.16 73.69+3.21 73.79+6.48 71.64+5.05 66.71+£0.76 67.34+2.79 | 80.15+1.35
Heart 4 | 70.54+£3.83 50.00£0.00 59.38+3.42 67.33+15.29 88.27+3.32 60.76+4.00 68.19+11.17 59.74+4.49 | 75.66+4.59
8 |[78.12+£10.59 55.88+3.98 74.35+6.93 77.89+2.34 88.78+2.38 65.46+3.77 69.85+10.82 70.14+7.91 | 79.46+2.16
16 | 83.02+3.70 78.62+7.14 83.66+£5.91 81.45+5.05 89.13+2.10 67.00+7.83 68.39+11.73 81.72+3.92 | 83.71+1.88
Cultivars 4 [53.454+10.79 50.00£0.00 46.99+6.33 49.80+15.90 57.10+8.66 51.38+2.48 54.28+3.73 54.39+5.61 | 55.63+5.24
8 [56.22+11.87 52.60+6.31 51.76+£9.99 54.724+9.35 57.26+9.52 51.68+4.43 51.48+3.85 52.86+6.13 | 56.97+5.08
16 | 60.35+4.23 56.87+2.50 57.06+9.27 54.924+8.32 60.09+7.64 54.314+6.12 57.4443.53 56.974+2.22 | 57.194+5.30
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LLMs for Tabular Data: FeatLLM

Ablation study.

* Tuning: Omitting the weight-tuning process of the linear model.
* The benefit becomes higher when the number of shots increases.

* When there is a large amount of data, accurate estimation of the importance of

rules becomes feasible.

* Ensemble: Omitting the ensemble process.

* Description: Omitting the feature description.

* Reasoning: Omitting the Step 1 process in the reasoning instruction part.

* The benefit becomes higher when the number of shots is small.
* The efficient utilization of prior knowledge of LLM becomes crucial.

Shot | FeatLLM | -Tuning  -Ensemble -Description -Reasoning
4 157 -1.41£1.00 -5.39+0.81 -1.76%+1.06 -5.03£1.96
8 773 2724093 -6.96+1.40 -1.204+0.33 -3.55+0.81
16 78.4 -2.574£0.73 -6.65+1.18 -0.264+0.31 -1.5040.87

32 80.3 -5.75+£1.19 -7.38+1.34 -0.294+0.58 -2.42+1.15
64 81.4 -4.88+1.40 -6.09+0.96 -0.704+0.54 -1.71+0.47
Avg 78.6 -3.474+0.51 -6.49+0.51 -0.84+0.28 -2.84+0.53
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LLMs for Tabular Data: P2T

Dealing with the scarcity of labeled data: Learning transferable knowledge.

* However, tables are inherently heterogeneous.
e They contain different columns and feature spaces.
—> Makes transfer learning difficult!

Nam et al. (2024): LLMs can be tabular transfer modules.

* P2T uses LLM to extract transferable knowledge from the source dataset and
use it as in-context samples.

* P2T constructs pseudo-demonstration to be highly relevant to the actual target task.
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LLMs for Tabular Data: P2T

e Step 1: Prompt LLM to determine which column feature is most important for
the target task.

* Step 2: Create pseudo-demonstrations that describe the task where the
selected column feature is the target, and the remaining ones are input.

e Step 3: Finally, P2T prompts the LLM with the created pseudo-demonstrations
with few-shot labeled demonstrations.

@Target Data (Labeled) @ Source Data (Unlabeled)
m-:m-m m-m-m
130 37.9 33.6
210 429 36 Yes 171 34.2 33

D Conventional prompting (Baseline)

Read a given information and questions.

Q: If insulin is 130 pU/ml, BMI is 37.9, age is 21, is the patient diabetic? A: No -

Q: If insulin is 210 pU/ml, BMI is 42.9, age i w NoX
Q: If insulin is 36 pU/ml, BMI is 37.4, age is 24, is the patient diabetic? A: LLM
[ P2T (Ours)

Read a given information and questions.

Q: If BMI is 37.9, age is 21, then what is the insulin level? A: 64 uU/ml 8

Q: If BMI is 34.2, age is 33, then what is the insulin level? A: 171 pU/ml 9 Yes v
Q: If insulin is 130 yU/ml, BMI is 37.9, age is 21, is the patient diabetic? A: No s
Q: If insulin is 210 uU/ml, BMI is 42.9, age is 36, is the patient diabetic? A: Yes LLM

Q: If insulin is 36 yU/ml, BMI is 37.4, age is 24, is the patient diabetic? A:
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LLMs for Tabular Data: P2T

P2T is effective for zero-shot classification.
* The advantage of using LLMs is that they can answer in a zero-shot manner.

* P2T framework can improve the performance of zero-shot prediction.
* By transferring knowledge from unlabeled and heterogeneous datasets.

Target dataset Source dataset Method Accuracy (1)
X zero-shot 68.00
Adult Credit-R P2T (Ours) 70.00
Electricity P2T (Ours) 72.00
Unlabeled Adult P2T (Ours) 74.00
X zero-shot 46.00
Credit-g Credit-A P2T (Ours) 62.00
Unlabeled Credit-g P2T (Ours) 68.00
X zero-shot 60.00
Heart-c Diabetes P2T (Ours) 65.00
Unlabeled Heart-c  P2T (Ours) 63.33
X zero-shot 41.07
Breast Haberman P2T (Ours) 58.93
Unlabeled Breast  P2T (Ours) 62.50

Table 1: Test accuracy (%) on various zero-shot learning scenarios. Both unlabeled dataset
and heterogeneous dataset improves the zero-shot test accuracy of the target dataset. Bold
indicates the highest accuracy, and underlined indicates the second highest accuracy.
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LLMs for Tabular Data: P2T

P2T significantly and consistently improves the few-shot prediction performance
utilizing unlabeled data.

* Transfer source: Unlabeled data of the same dataset.
* P2T yields the highest score in all 12 datasets in the 1-shot classification.

e P2T yields the highest score in 11 datasets in the 5-shot classification.

Dataset LR kNN CatBoost VIME STUNT LIFT-ICL P2T (Ours) Dataset LR kNN CatBoost VIME STUNT LIFT-ICL P2T (Ours)
#shot=1 #shot=5

Breast 61.23 61.88 57.64 57.38 53.04 66.43 68.93:6.13 Breast 61.21 62.33 57.63 60.89 61.30 67.86 72.85+19
TAE 37.35 37.26 34.29 37.87 36.87 30.97 43.23+7.07 TAE 43.42 4465 39.71 42.84 40.77 35.48 45.81+1.44
Hamster 51.07 51.00 51.87 51.53 51.73 48.00 58.67 1558 Hamster 51.60 54.53 56.33 52.80 52.87 58.67 64.00-7.60
Customers 61.34 63.81 64.12 62.48 65.14 70.45 74.3216.15 Customers 60.82 64.92 81.40 66.07 66.44 78.41 83.18-+095
Pollution 63.67 63.67 63.58 63.33 63.00 58.33 65.003.73 Pollution 73.33 72.83 70.58 75.50 70.92 65.00 76.67+373
Diabetes 57.61 58.56 58.60 56.95 61.08 62.60 68.44+502 Diabetes 64.19 67.32 64.94 64.29 69.88 69.20 71.44+226
Car 36.95 31.51 32.33 34.51 36.48 69.13 71.40+1.79 Car 53.29 49.62 46.96 52.37 51.73 70.81 72.08+1.03
BTC 51.60 51.54 53.02 51.13 52.71 60.40 62.27+9.05 BTC 58.03 55.71 56.43 55.83 54.11 67.73 69.33+1.76
Haberman 52.81 52.81 52.82 51.55 53.82 60.32 61.2955 Haberman 53.92 53.40 55.35 53.45 54.85 62.26 64.8412588
Caesarian 62.50 62.50 56.63 60.38 60.06 55.00 63.75+523 Caesarian  69.56 64.31 66.25 64.88 66.75 65.00 80.00::2.80
VC 53.76 53.77 54.00 56.34 62.11 70.00 70.64-0.89 VvC 61.66 61.65 68.00 62.65 66.66 70.65 70.97+19s
Salaries 59.52 58.18 58.45 66.55 70.26 45.53 71.06+1.97 Salaries 70.87 71.38 66.38 74.82 76.86 55.65 75.06+170
Average 5412 53.87 53.11 5417  55.53 58.10 64.92 Average 60.16 60.22 60.83 60.53  61.10 63.89 70.52

Algorithmic Intelligence Lab 104



LLMs for Tabular Data: P2T

P2T consistently benefits from heterogeneous data sources.

* Transfer source: Heterogeneous data.

* As tabular data is transformed into natural language, LLMs can automatically
understand the relations between different features from their descriptions.

Number of samples from a source dataset (N)

Target Source Method N=0 N=2 N=4 N=6 N=8 N=10
LR* 54.00 6933 6933 6667 6200 57.33

KNN't 5400 7200 7200 5733 5733 57.33

Credit-R  CatBoost'  56.00 5467 60.00 6133 5133 4933

LIFT-ICL 6933 2533 3533 52.00 60.00 43.33

Adult P2T (Ours) 74.67 7533 76.00 7733 79.33  80.00
LRY 54.00 5467 5067 50.00 37.33 60.00

KNN* 54.00 5733 4267 4267 28.00 42.67

Electricity CatBoost®  56.00 50.00 50.67 4867 4533 58.00

LIFT-ICL 6933 60.67 6467 6333 5867 54.00

P2T (Ours) 74.67 80.00 76.00 78.67 80.00 81.33

LR? 52.67 4933 48.00 34.00 42.00 38.67

KNN* 52.67 58.67 4133 4133 4133  24.00

Credit-g Credit-A  CatBoost'  55.33 46.67 41.33 4667 40.67 44.00
LIFT-ICL 4267 49.17 4817 4583 46.00 48.67

P2T (Ours) 55.00 5450 58.67 59.33 59.33  60.67
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LLMs for Tabular Data: P2T

Using the identified target highly correlated with the target task consistently
outperforms random targets.

e Carefully constructing pseudo-demonstrations designed to be highly relevant to
the target task is a key factor in enabling transfer learning via prompting.

* Moreover, LLM is better than conventional methods for identifying the most
correlated features.

757 @ LIFT-ICL
' @ P2T (Ours) w/ random target Dataset CatBoost LLM (Ours)

@ P2T (Ours) w/ identified target
| Customers 69.32+417 74.32:347
BTC 62.00=+8.65 62.27+9.05
Haberman 60.97+575 61.29-559

65

Accuracy (%)

. Table 6: LLM'’s superiority for correla-
tion identification. We report 1-shot test
Customers BTC Haberman accuracy (%) using unlabeled samples as

ot transfer source. We report the average

Figure 3: Ablation study that varies the column features accuracy over 5 different seeds.
used as targets for pseudo-demonstrations.

55-
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LLMs for Tabular Data: P2T

Can better performance be achieved by P2T using a more advanced model?
e P2T performs better with advanced LLMs.

e As LLMs continue to advance, improved performance by P2T framework is
expected with future models.

Customers BTC Haberman
Method GPT-35 GPT-4 GPT-3.5 GPT4 GPI-35 GPT4

LIFT-ICL 70.45 88.18 60.40 61.73 60.32 67.74
P2T (Ours) 74.32 89.77 62.27 63.47 61.29 70.32

Table 4: Comparison between GPT-3.5 and GPT-4. We report 1-shot test accuracy (%) using
unlabeled samples as transfer source. We report the average accuracy over 5 different seeds.
The bold denotes the highest average score.
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LLMs for Tabular Data: OCTree

Are learned representations always useful for tabular learning?

* Deep learning approaches are arguably known to be less effective.

* Tree-based approaches using raw column features often outperform deep

learning models.

1.0 Classification (15 datasets)
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LLMs for Tabular Data: OCTree

It would be very useful if one could generate informative raw column features.

* Practitioners often focus on augmenting raw column features by using feature
engineering methods.

* Remains ambiguity in defining the space over which to search for candidate
features.

* Often rely solely on validation scores to select good features, neglecting valuable
feedback from past experiments.

Nam et al. (2024): The optimization of a good generation rule.

* However, optimizing the column feature generator is not straightforward
because it is a non-differentiable problem.

* The search space is very large.
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LLMs for Tabular Data: OCTree

OCTree [Nam et al,, 2024] leverages an LLM to find an effective column generator.

* LLM can optimize a variety of non-differentiable problems with prompts that
describe the optimization task in language.

* The extensibility of injecting linguistic context (e.g., column names like “Gender”
and values like “Female”).

Two main challenges:
* The rule for generating column features is often non-differentiable.
- Use an LLM as an optimizer.

* LLM’s input prompt size limit makes it difficult to provide full training samples
in the prompts.

- We design a novel decision tree reasoning, i.e., akin to compression of the
training dataset.
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LLMs for Tabular Data: OCTree

Step 1: Generate the column name of a novel feature.
Step 2: Initialize the optimization process.
Step 3: Optimize the rule using decision tree reasoning.

Step 4: Optimize the rule with a fixed number of iterations and select the rule
with the highest validation score.

€@ Prepare for the rule optimization Example Prompt
Prompt Suggested Feature
Make a prompt Your objective is to predict whether the subject has the disease.
for optimization Consider the following attributes:
| .
S oo iralioi U
P Srantoaltotnoiceae + Suggested feature (i.e. whether or not smoking)

* [Column names] Give a rule for generating the suggested feature.

€Y Use LLM as a black-box rule optimizer €D Create a column based on the rule from Step 1
Prompt Suggested Rule Original Data New Column
Generate
Fever Fatigue Breathing w/ rule Smoke
Example Prompt Has fever and e
: difficulty breathing Yes No Difficult » Yes
+ Trajectory*

- Likely a smoker Yes Yes Fine No

Evaluate the generated column and extract reasoning

Updated Data 1. Train the prediction model 2. Tree-based reasoning Trajectory*
Fever Fatigue Breathing Smoke or if ‘Has difficulty breathing’: savetherosult [ 0: (Score, Reasoning) ‘
if 'Has fatigue’: [ ]
o ‘Subject has a disease’ 1: (Score, Reasoning)
Yas No Difficult Yes ¥ else: »
A S | ‘No disease’
Yes Yes Fine No Validation score: 0.87 [ t: (Score, Reasoning) I

€D Repeat steps 1~3 a fixed number of times, then select the rule with the best validation score

Algorithmic Intelligence Lab 111



LLMs for Tabular Data: OCTree

OCTree consistently improves on the best-performing baselines.

* LLM generates a logical rule in natural language.

* Since the logical rule is easily converted to Python code, we prompt the LLM to
convert it.

Method LLM Teslat Enefit Disease™ Clinical* Academic*
XGBoost [11]
Baseline - 6.61 8.00 28.09+7.9 46.27+5.0 14.15+06
OCTree Llama?2 5.56 (15.9%) 8.00 (0.0%) 26.19+7.2 (6.8%) 45.07+41 (2.6%) 14.11+05 (0.3%)
OCTree GPT-40 5.48(17.1%) 7.82 (2.3%) 25.72+66 (8.4%) 43.75+44(5.4%) 13.74+01(2.9%)
MLP [31]
Baseline 7.41 33.53 38.10+36 41.77+17 1441408

OCTree Llama2 5.23(29.4%) 29.99 (10.6%) 32.86+57(13.7%) 39.80+23(4.7%) 14.26+0.7 (1.0%)
OCTree GPT-40 5.01 (32.4%) 21.68 (35.3%) 30.95+s58 (18.8%) 39.25+05(6.0%) 14.22+05(1.3%)

HyperFast [32]
Baseline - N/A N/A 28.57+100 43.64+1.1 14.67+0.7
OCTree Llama?2 N/A N/A 28.10+92 (1.6%) 41.45+17(5.0%) 14.49+05(1.2%)
OCTree GPT-40 N/A N/A 2714433 (5.0%) 42.00+15 (3.8%) 14.49+05 (1.2%)

=X Rule in Natural Language { } Rulein Code

def predicting_part_time_job_holder(data):

If the student's father's qualification is less than 18, AN R IS —

they are not an international student,

and their previous qualification is greater than 20,
then predict 'Yes' for 'Part-time job holder'.
Otherwise, predict 'No'.

Algorithmic Intelligence Lab

international= data[3]
previous_qualification = data[4]
# Define rule
if father_qualification < 18 \
and international == 0 \
and previous_qualification > 20:
return
else:
return
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LLMs for Tabular Data: OCTree

In practice, language descriptions are not always available.

* E.g., feature names and values are changed to meaningless symbols in many
financial datasets for confidentiality.

* OCTree uses arithmetic rules as feature generators.

Listing 12 Optimized arithmetic rules on the bank-marketing dataset.

x8 = np.cos(np.pi * x1) * np.sqrt(x2) + np.tan(x3) * np.exp(x4) — np.sin(x5) + np.log(1 + x6) — np.abs(x7 — 0.5)

Listing 13 Optimized arithmetic rules on the phoneme dataset.

x7 = np.sin(x1) *xnp.log(x2 + 1) + np.sqrt(x3) — (x4 * np.exp(x5)) + (np.tan(x6) * *2)

x8 = np.tan(np.sin(np.sqrt(x1)) * np.log(x2 + 1)/(np.exp(x3) + np.sqrt(x4) + np.log(x5+ 1) + 1))
x9 = ..
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LLMs for Tabular Data: OCTree

In practice, language descriptions are not always available.

* E.g., feature names and values are changed to meaningless symbols in many
financial datasets for confidentiality.

* OCTree uses arithmetic rules as feature generators.
e Even in this case, OCTree is beneficial for improving the baseline models.

* Superiority comes from the optimization capability of LLMSs, using decision tree
reasoning as explicit feedback.

XGBoost [11] MLP [31] HyperFast [32]

Dataset Baseline OCTree (Ours) Baseline OCTree (Ours) Baseline OCTree (Ours)

electricity 8.32+00 6.65+0.1(20.1%) 15.64+03 14.82+04( 5.2%) 15.251+05 14.70+05( 3.6%)
rl 23.61+08 19.32+04 (18.2%) 32.03+42 28.30+17(11.6%) 33.77+13 33.50+12( 0.8%)
compass 2291+05 18.89+04 (17.6%) 27.41+10 26.78+01( 2.3%) 25.74+06 24.91+1.1( 3.2%)
covertype 9.10+02 7.96+0.0 (12.5%) 8.73+04 8.25+03 ( 5.5%) 9.86+16 9.21+13( 6.6%)
phoneme 10.89+05 10.15+07( 6.8%) 12.06+08 10.98+t06( 9.8%) 10.55+07 10.57+09( N/ )
kddCup09 19.86+11  19.07+14 ( 4.0%) 24.30+03 24.30+16( 0.0%) 25.75+07 24.46+1.1( 5.0%)
pol 1.69+0.2 1.62+02 ( 4.0%) 1.37+03 1.27+03 ( 7.3%) 1.70+04 1.55+02 ( 8.8%)
Magic 14.25+03 13.75+04 ( 3.5%) 14.60+02 14.50+00( 0.7%) 14.95+02 14.34+05( 4.1%)
california 9.45+06 9.13+10( 3.4%) 11.91+03 11.37+01( 45%) 11.75+07 11.02+06( 6.2%)
house_16H 11.66+05 11.32+02( 3.0%) 13.07+02 12.54+06( 41%) 12.77+03 12.29+04( 3.8%)
eye_movements 35.06+07 34.17+20( 2.6%) 40.03+12 39.86+19( 0.4%) 41.33+15 40.29+1.7( 2.5%)
road-safety 21.14+00 20.65+01( 2.3%) 22.17+04 21.87+01( 1.4%) 24.54+03 24.07+04( 1.9%)
kdd_ipums_la 10.89+10 10.69+10( 1.8%) 13.13+13  11.72+15(10.7%) 16.15+03 13.55+1.4 (16.1%)
MiniBooNE 5.48+02 5.42+01( 1.2%) 9.69+03 7.35+02 (24.1%) 6.61+04 6.54+02( 1.1%)
credit 22.02+03 21.78+03 ( 1.1%) 24.43+06 23.23+07( 49%) 25.06+11 24.30+138( 3.0%)
Higgs 2795+07 27.91+02( 0.1%) 29.43+04 28.80+02( 2.1%) 30.04+02 29.73+05( 1.0%)
jannis 20.61+01 20.64+01( N/ ) 22.28+01 22.51+01( N/ ) 24.29+04 23.65+03( 2.6%)
wine 1911433  19.18+39( N/ ) 2153431 21.59+14( N/ ) 19.18+27 19.31+22( N/ )

bank-marketing  20.09+03 20.31+06( N/I ) 21.11+04 21.09+04( 0.1%) 21.25+10 21.66+08( N/ )
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LLMs for Tabular Data: OCTree

OCTree outperforms state-of-the-art automatic feature engineering methods.

* Furthermore, OCTree in combination with OpenFE further improves the
performance.

Prediction model  Baseline AutoFeat [23] OpenFE [17] OCTree (Ours) OCTree’ (Ours)

XGBoost [11] 18.30+03  18.24+03(1.3%) 17.79+02(2.8%) 17.45+05(4.6%) 16.85+03(7.9%)
MLP [31] 20.88+0.1  20.60+05 (1.3%) 20.12+05(3.6%) 19.91+04(4.6%) 19.41+05(7.0%)

Ablation study of the proposed components.

* The rules for introducing new column features are optimized even without
using explicit decision trees for feedback.

* One can get even better performance by providing the decision tree as
feedback to the LLM.

Gen. Feat. DT Reasoning Disease™ Clinical* electricity’ kddCup09'
- - 28.09+7.9 46.27+5.0 8.32+00 19.86+1.1
v X 27.62+84 (1.7%)  45.61+41 (1.4%)  6.89+06 (17.2%)  19.47+16(2.0%)
v v 26.19+72(6.8%) 45.07+41(2.6%) 6.65+01(20.1%) 19.07+14(4.0%)
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LLMs for Tabular Data: TabulLa-8B

Transfer learning is one of the defining hallmarks of recent foundation models.

* The ability to accurately solve prediction tasks on data it was not trained on.

Gardner et al. (2024): Introduce a new model and dataset for large-scale transfer
learning on tabular data.

* Tabula-8B: A language model for tabular prediction that can solve classification
tasks across unseen domains.
* Qutperforms baselines, given a small number of examples, without any fine-tuning.
* Capable of zero-shot prediction.

Zero- and Few-Shot Performance
Over 191 32-Shot Benchmark Tasks

0.7

b= == = . —*— Tabula 8B
—e— Llama 3 8B (no fine-tuning)
XGBoost trained + tuned on k samples
—<+— TabPFN on k samples
== Random baseline

Open-Vocabulary Accuracy

0.2
0 5 10 15 20 25 30
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LLMs for Tabular Data: TabulLa-8B

Overview.

e Overall approach: Fine-tune the pretrained Llama3-8B language model on
tabular prediction tasks.

Why Llama3-8B as the starting point?
* Itis a high-quality, open-source model trained on over 15T tokens.
* Demonstrates strong performance on a diverse set of downstream tasks.

* Relatively modest size: Makes fine-tuning, inference, and deployment more
accessible.
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LLMs for Tabular Data: TabulLa-8B

Serialization and tabular language models.

* Serialization: Converting a row of data into text.
* E.g., “the <key> is <value>”
* Given a row of data from a table, the corresponding serialization has three
main parts:
* A prefix containing a prompt followed by a list of possible label values.

date precipitation temp_max weather
2015-03-22 1.0 11.699 rain
2015-09-19 0.0 14.722 sun

t Serialization

Predict the value of weather: ||sun||rain||snow|| The date is
2015-03-22. The precipitation 15 1.0. The temp_max is 11.699.
What is the value of weather? ||sun||rain||snow|| <|endinput|>
rain<|endcompletion|>Predict the value of weather: ||sun||rain||
snow|| The date is 2015-09-19. The precipitation is 1.0. The
temp_max is 14.722. What is the value of weather? ||sun||rain||
snow||<|endinput|>sun<|endcompletion|>
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LLMs for Tabular Data: TabulLa-8B

Serialization and tabular language models.

* Serialization: Converting a row of data into text.
* E.g., “the <key> is <value>”

* Given a row of data from a table, the corresponding serialization has three
main parts:

* The example consists of all key value pairs for the columns used as features.

date precipitation temp_max weather
2015-03-22 1.0 11.699 rain
2015-09-19 0.0 14.722 sun

t Serialization

Predict the value of weather: ||sun||rain||snow|| The date is
2015-03-22. The precipitation is 1.0. The temp_max is 11.699.
What is the value of weather? [[sun||rain|[snow|| <|endinput|>
rain<|endcompletion|>Predict the value of weather: ||sun||rain||
snow|| The date is 2015-09-19. The precipitation is 1.0. The
temp_max is 14.722. What is the value of weather? ||sun||rain||
snow||<|endinput|>sun<|endcompletion|>

Algorithmic Intelligence Lab 119



LLMs for Tabular Data: TabulLa-8B

Serialization and tabular language models.

* Serialization: Converting a row of data into text.
* E.g., “the <key> is <value>”

* Given a row of data from a table, the corresponding serialization has three
main parts:

* A suffix prompts the model with a question again, followed by the possible labels.

date precipitation temp_max weather
2015-03-22 1.0 11.699 rain
2015-09-19 0.0 14.722 sun

t Serialization

Predict the value of weather: ||sun||rain||snow|| The date is
2015-03-22. The precipitation is 1.0, The temp _max is 11.699.
What is the value of weather? ||sun||rain||snow]| <|endinput|>
rain<jendcompletion|>Predict the value of weather: ||sun||rain||
snow|| The date is 2015-09-19. The precipitation is 1.0. The
temp_max is 14.722. What is the value of weather? ||sun||rain||
snow||<|endinput|>sun<|endcompletion|>
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LLMs for Tabular Data: TabulLa-8B

Training procedure.

* Train Tabula-8B using a standard language modeling setup.
* Minimize the cross-entropy over the sequence of target tokens.

* Only compute loss over the subsequence of target tokens.

* The tokens start after the <|endinput|> token, up to and including
<|endcompletion|>.

* Focuses training on learning the desired target label.

date precipitation temp_max weather
2015-03-22 1.0 11.699 rain
2015-09-19 0.0 14.722 sun

‘ Serialization

Predict the value of weather: ||sun||rain||snow|| The date is
2015-03-22. The precipitation is 1.0. The temp_max is 11.699.
What is the value of weather? ||sun||rain||snow|| <|endinput|>
rain<|endcompletion|>Predict the value of weather: ||sun||rain||
snow|| The date is 2015-09-19. The precipitation is 1.0. The
temp_max is 14.722. What is the value of weather? ||sun||rain||
snow||<|endinput|>sSun<jendcomplétion|>
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LLMs for Tabular Data: TabulLa-8B

RCTM: Row-Causal Tabular Masking

* An efficient attention masking scheme.
* Tailored to few-shot tabular prediction.

* The model is allowed to attend to all previous samples from the same table in the
batch.

* But not to samples from other tables.

* Similar to the in-context pretraining.
* RCTM has a drastic impact on few-shot performance.
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LLMs for Tabular Data: TabulLa-8B

Dataset construction: Original raw data source

* TabLib: Publicly available dataset consisting of 627M tables extracted from
Common Crawl and Github.

* Tablib contains numerous system logs with instructable statistics.
* Tables of software documentation.
e Call sheets with personally identifiable information.

—— l Target
Filtering I

Selection _1]
b= -
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LLMs for Tabular Data: TabulLa-8B

Dataset construction: Filtering strategies

 Filtering occurs at three levels: tables, columns, and rows.

* Remove non-tabular data, e.g., text or PDF.

* Ensure the safety of chosen tables, e.g., remove PII.

* Find sources with high semantic content, e.g., remove tables with too many missing

values.

Level | Name | Description Motivation / Hypothesks
Table | English Fil- Drop where a | ge ID | All dow benchmark datasels are
tering madel score s below a fixed  in English
threshold
Table | Schema Drop tables where every cell s | Encourages understanding of mixed
Heterogene-  of the same type data types
ny
Table | Row Count  Drop table with fews than & Anecdotally, many “very small” tables
Tows in TabLib are general web-text wbles
not usefulsustable for ML
Table | Column Drop tables with fewer than  Exclude tables that lack a reasonable
Coum k columns after column filters  amount of features
are applied

Table | Parse Ermor Drop tables where the headers  These tablkss are likely the result of bad
suggest there was o parsing or- - Lable detection, and they almost defi-
ror. nitely contain bow-quality headers.

Table | Drop PII Drop table where > % of the = Don't want (o train on PII for privacy
cells match a regex for phone | reasoms. Also not likely to be present in
number or email downstream tasks.

Teble | Drop Code  Drop table with any cell that | Lots of the data in TabLib is from
has probability > p of contain- = Github and other technical documen-
ing code. tation. Code s common. Code also

confuses the model a Jot, apparently
due W special characters and whites-
pace. This code can be unevenly bro-
ken/spread across cells due to the tablib
parser.

Teble | Too many Drop table if the fraction of  Discard low-quality data; umnamed

d “U " J is { tend to be of significantly
eolumen greater than a threshold, lower quality based on manwal data in
spection.
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LLMs for Tabular Data: TabulLa-8B

Dataset construction: Unsupervised task selection

 First, identify a subset of columns that are suitable for prediction according to
various heuristics.

* Exclude if the column name is numeric, it has only one unique value, or it has
unique values for every row.

* Then, choose a specific column at random from this set.

The Tremendous TabLib Trawl (T4)
e Total 3.1M tables.

* The dataset contains over 1.6B rows.
* Approximately 80B Llama 3 tokens.
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LLMs for Tabular Data: TabulLa-8B

Experiment: Main results.

* Tabula-8B demonstrates strong transfer performance across a broad range of
tasks.

* Tabula-8B is 50pp more accurate than the base Llama 3 model in the zero-shot
regime.

* In the regime of 1 to 32 shots, it outperforms XGBoost and TabPFN.
* Baselines are directly trained on each specific dataset.

Zero- and Few-5hat Performance Zero- and Few-Shot Performance z Few-S per
\ t 3 ¢ - OfX - 2r0- and Few-Shot Performance
Over 120 UniPredict Benchemark Tasks Over 45 OpenML CC18 Benchmark Tasks Ovac 2D O;e:wL i Ben:nm:rk s

Tazulas 83

Open-Vocabulary Accuracy

OpenVocabulary Accuracy
OpenVecabulary Accuracy

”n

a $ 0 13 2 = ¥ 4 & @ 16 3 1 16 6 3 4 & % 6 13 1
Number of Shots Rumber of Shots Number of Shots
Zero- and Few-Shat Performance Zero- and Few-Shot Performance Zera- and Few-Shot Performance
Over 6 AMLE Benchmark Tasks Over 44 Grinsztajn Benchmark Tasks impact of Potential Contamination
e Tbiia o o= Tezcla 02
07y —— Lra 398 (83 fioe g arvs —— L 2 ER Iro Seeturing)

.............

Open-ocabulary Accuracy
Open-\ocabulary Accuracy
Open-\Vocabulary Accuracy

2 it %

T ¢ 3 _w n A 6 & 10 17 M 1% 9 ¢z & & @ 1 12
Number of Shots Numbar of Shats Number of Shots 126
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LLMs for Tabular Data: TabulLa-8B

Experiment: Ablation study on RCTM

* Replaced RCTM with a per-sample causal attention mask.
* The model is not allowed to attend to any samples besides the target sample.

 RCTM improves the models’ ability to attend across samples.
* Removing RCTM deteriorates as the number of shot grows.

Ablation Study - Row-Causal Tabular Masking

e
—~

—o— Tabula 8B Compute-Matched Baseline
XGBoost trained + tuned on k samples

~+= TabPFN on k samples

== Random baseline

== Tabula 8B, No Tabular Masking

0.2 0 5 10 15 20 25 30

Number of Shots
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LLMs for Tabular Data: AnoLLM

AnoLLM [tsai et al., 2025] leverages LLMs for unsupervised tabular anomaly detection.

* Challenges:
* Tabular data does not align well with the linear and sequential nature of LLM inputs.
* Unsupervised anomaly detection lacks labels, making the ICL framework unfeasible.
* How should we define the anomaly scores?

AnoLLM is comprised of three phases:
* Step 1: Serialize each row of a tabular dataset into a standardized text format.

e Step 2: LLM is fine-tuned with the serialized tabular data via next-token-
prediction.

* LLM learns to be a tabular data generator that models the data distribution.

* Step 3: Anomaly scores are determined using the negative log likelihood.

* Higher scores indicates greater surprise by the model when encountering the
inputs.
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LLMs for Tabular Data: AnoLLM

Further details.
* During the preprocessing stage, numerical columns are binned into groups.
* Order of columns is randomly shuffled.

* During inference, anomaly scores are determined by averaging the negative
log-likelihood across random permutations of the test data.

transaction valuae 1s 8.2, user 1d 1s 1,

transaction location is San Josae, CA.

1 50.99 SanJose, CA
1 13.00 Palo Alto, CA transaction location 1s Sumnyvale, CA,
1 25.43 Sunn-,valc,CA transaction value 1s 8.1, user 10 1s 1.
3 1000.00 Orlando, FL
Test Data AnoLLM Inference

[ N

.‘[14, Negative log-
1 32.53 Son Jose, CA Permute “4{ o ; - “I likelihood

Y uner d in transactiaon lecmtion in ODminto

1 1599.00 Delhi, India P
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LLMs for Tabular Data: AnoLLM

Advantages over traditional methods:
* Retains textual and categorical features without heavy feature engineering.
* Handles mixed-type data effectively.

e Uses column permutation to prevent feature ordering bias.

Performance: Achieves SOTA results on six benchmark datasets.

Fake job Fraud Lympho- Salsniic Vehicle  20news Average

Methods \ Datasets .
posts ecommerce  graphy insurance  groups

Classical methods

Iforest 0.755 0.501 0.673 0.692 0.496 0.623 0.623
PCA 0.724 0.647 0.826 0.692 0.509 0.623 0.670
KNN 0.636 1 0.860 0.738 0.524 0.605 0.727
ECOD 0.512 0.755 0.830 0.692 0.509 0.62 0.653
Deep learning based methods
DeepSVDD 0.561 1 0.899 0.713 0.505 0.597 0.713
RCA 0.629 1 0.919 0.727 0.531 0.546 0.725
SLAD 0.603 0.998 0.964 0.714 0.556 0.64 0.746
GOAD 0.566 0.998 0.817 0.717 0.512 0.63 0.707
NeuTral 0.548 1 0.847 0.681 0.507 0.658 0.707
ICL 0.699 1 0.827 0.719 0.501 0.671 0.736
DTE 0.548 1 0.909 0.714 0.512 0.6 0.714
REPEN 0.653 1 0.808 0.724 0.513 0.574 0.712
AnoLLM
SmolLM-135M 0.800 1 0.968 0.712 0.569 0.766 0.803
SmolLM-360M 0.814 1 0.995 0.746 0.555 0.752 0.810
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LLMs for Tabular Data: AnoLLM

Ablation study: Larger LLMs do not significantly improve performance over
smaller models.

* AnoLLM mainly uses SmolLM-135M and SmolLM-360M models.
* Using the 1.7B model does not provide much performance boost.

* This could be because larger models are trained on text data that are not
relevant to tabular tasks.

LLM sizes | Mix-typed = ODDS
135M 0.803 0.884
360M 0.811 0.865

1.7B 0.812 0.861
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LLMs for Tabular Data: SERSAL

Problem: LLMs excel in unstructured data tasks but struggle with structured
tabular data, especially in medical applications where numerical values dominate.

* LLMs lack numerical sensitivity, making them less effective for tabular data

tasks (e.g., disease prediction from lab results).

e Standard prompting techniques (zero-shot, CoT, few-shot) do not significantly

improve LLM performance on tabular tasks.

Text X Tabular

751

-~
o

60 1

55
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Classification

UNUSABLE Prediction

\ 4

Clinical Note Classification
(MIMIC-IIl discharge summary)

GPT-35 GPT4 BERT GPT-35 GPT4 FI-T

Heart Disease Prediction
(Cleveland database table)

= Zoro-Shot
mmm Zero-Shot CoT
s Supervised

(a) Linguistic prompting gap
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LLMs for Tabular Data: SERSAL

SERSAL: Self-Enhancing Refinement via Small Models and LLMs.
* A novel self-prompting method that synergizes small models with LLMs.

* Enhances tabular data prediction in an unsupervised manner.

Propose Method.

Step 1: Use LLMs to generate soft pseudo-labels (confidence scores).

Step 2: Train a small tabular model using these pseudo-labels.
* |.e., treating them as noisy annotations.

Step 4: Repeat the process iteratively to improve performance.

Step 3: Use the trained small model’s predictions to refine (fine-tune) the LLM.
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LLMs for Tabular Data: SERSAL

SERSAL: Self-Enhancing Refinement via Small Models and LLMs.

* A novel self-prompting method that synergizes small models with LLMs.

* Enhances tabular data prediction in an unsupervised manner.

Propose Method.

r Asking for _ Teaching a
‘ LLM'’s confidence nois new small model
. soft labels ,
%ﬁ. L
ELF-PROMPTIN
MPROVEMENT
Reversely updating Quality Control
teacher LLM student’s
@ % Tabels i/}
\
(b) SERSAL loop prompting
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LLMs for Tabular Data: SERSAL

SERSAL: Self-Enhancing Refinement via Small Models and LLMs.

* A novel self-prompting method that synergizes small models with LLMs.

* Enhances tabular data prediction in an unsupervised manner.

Propose Method.

r Asking for _ Teaching a
‘ LLM'’s confidence nois new small model
. soft labels ,
%ﬁ. L
ELF-PROMPTIN
MPROVEMENT
Reversely updating Quality Control
teacher LLM student’s
@ % Tabels i/}
\
(b) SERSAL loop prompting

Algorithmic Intelligence Lab

135



LLMs for Tabular Data: SERSAL

Experiment: Consistently outperforms zero-shot and few-shot prompting
techniques, approaching fully supervised small model performance.

* LLM-generated high-confidence predictions tend to be reliable.

* Works best when the LLM has some domain knowledge.

| HF LC  ECD LI HE PID FH ST cO AN
Random guessing 37.22  40.18 46.25 50.28 6273 6324 5039 4176 71.55 51.28
FSSM* (supervised FI-T) 88.19 86.61 99.60 7894 100.00 8472 66.25 8298 0991 99.92
0-shot (GPT-3.5) 71.88 78.87 8571 76.81 6851 73.12 6032 63.01 82.60 9043
8-shot* (GPT-3.5) 73.65 78.87 87.68 76.81 6851 73.12 5827 6085 77.63 87.19
CoT (GPT-3.5) 71.88 78.87 8236 76.81 6851 70.83 6032 6301 82.60 9043
TabLLM (GPT-3.5) 76.37 78.87 87.06 7824 7439 7569 61.78 6848 8578 89.11
LIFT (GPT-3.5) 78.23 80.69 83.92 73.60 7257 73.12 6032 7092 87.93 9043
SERSAL (GPT-3.5) 91.39 8542 8640 79.39 8514 7897 6397 7636 96.85 98.37
TabLLM+SERSAL (GPT-3.5) | 93.82 8542 8839 80.71 89.27 8254 65.02 8174 097.51 98.16
SERSAL (GPT-4) 04.18 86.93 9268 8251 9276 8239 67.14 8123 97.96 98.82

Algorithmic Intelligence Lab

136



LLMs for Tabular Data: SERSAL

Experiment: Consistently outperforms zero-shot and few-shot prompting
techniques, approaching fully supervised small model performance.

* lterative application continuously improves LLM reasoning for tabular tasks.

Algorithmic Intelligence Lab

4 Loop | ECD | LI
P
| SERSAL | LLM 0-shot | SERSAL | LLM O-shot
1 86.40 85.71 79.39 76.81
2 87.00 86.42 82.47 80.26
3 89.00 87.81 84.07 82.91
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2. LLMs for other datasets

* Time series

Algorithmic Intelligence Lab 138



LLMs for Time Series: Motivation

Time series forecasting predicts the future from history.

* Challenge:
* Diverse nature of training data (Different scales, sample rates, missing values, ...)
* Using LLMs: Modality gap between natural language and numerical sequences

* Thus:
* No large model pre-trained from time series, unlike the image, language domain.

* Simple methods like ARIMA or linear models often outperform DL methods.
Can LLMs be extended beyond language understanding?

* There is no need for fine-tuning; suited for scenarios with limited data.

* Circumvents the extensive time, effort, and domain-specific expertise.
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LLMs for Time Series: PromptCast

PromptCast [Xue et al., 2023]
* Rephrase time-series data to natural language.

e So that LLM can leverage its linguistic nature.

Tl > - - / A — N
i | Encoder) (Decoder \
8] g | | -
> 3 : —>»76 How many people will visit our
8" § ’ """"" shop tomorrow?
. Nx)\ !
time-of-day *
( There will be 88 vistors.
(a) Numerical Forecasting Framework (e.g., Transformer-based)
77 68 66]3 nk you for the informationJ
Pr mpting The temperature were
The temperature were 77, 68, 68, 66, 73, 76 degrees :
66, 73 degrees in past 4 days. in past 4 days. (Mir)
2
76 degrees tomorrow Language Model S ) @
* F’r mpling \ )
I é """ l I \ ( ) __//
| Batent ati =y .
Flne!tunlng (b) PromptCast Framework Testing/Inference (c) Potential application of PromptCast:

Forecasting Chatbot
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LLMs for Time Series: LLMTIME

LLMs are zero-shot time series forecasters [Gruver et al., 2023]

* Time series data.
* Recap: Language data U; is consisted of tokens u;, Ui = (uq,uy, e U, ...,unl.).
* Time series data: Exact same form as language data, but each u; is numerical.
* Issue: Details of tokenizing numbers.

"and fell asleep"
"The dog jumped up on the bed" "and bit my leg"

LLM

"479, ..., 371, 364"
"492, ..., 499, 501"

Ay okl
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LLMs for Time Series: LLMTIME

LLMs are zero-shot time series forecasters [Gruver et al., 2023]

* Tokenization.
* Separates the digits with spaces to force a separate tokenization of each digit.

* Use a comma (“”) to separate each time step, with 2 digits of precision.
* Example: 0.123,1.23,12.3,123.0->“12,123,1230,12300”

%181 ;"1 6.7 3x ;20 7° 151,167,267 "M 911067, w20 "191,167,..,2067"
"1 1N OFE, ...B 288" "1518167].. 3261" "18501 NG ¥ ... § 26N7" "1 168,.. 1267 "
GPT-3 spaces GPT-3 no spaces LLaMA spaces LLaMA no spaces
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LLMs for Time Series: LLMTIME

LLMTIME has the best-aggregated performance on several benchmarks.
* Base Model: LLaMA-2, GPT-3
* Note: Baseline methods are usually many-shot, while LLMTIME is zero-shot.

* Predictions from LLMTIME are ranked best or second best on all benchmarks.

Darts Monash Informer
2
<EE 0.4 I | I
W 0.2 ’ - | | | ‘ L<'t" | |
= ii | D 1 (L P o | 'l, I o S 02 =]
©
3 i
0.0 o 0.0
9RO VDX X S D BT L RUD DO $49 45 & B B s
SCZSCINS F IS DY CE P LY FEEEY &
L XL NI SRR P AN OIS SRl R
XY NP EY & O NP2 QS N2 SN
3 NV NN o Q ¢ V ¥ F OV
> D G
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LLMs for Time Series: Time-LLM

Time-LLM: Time Series Forecasting by Reprogramming LLMSs [Jin et al., 2024]

* Patching & Reprogramming
* Align the modalities of time series and natural language

———— — ————— —— —— ——————y

P — | :r% Output sr;beddings

—-{ Add & Layer Norm ]

|
| l
| |
: [ - : :
| l @[,ﬂ. Output Projection ] | |
! i ! 71 ! ( FeedForward | |
I [ Flatten & Linear] [ [ |
! | LIl | |
|
i i Ipfh : T‘l : —-[Add&LayerNorm] :
utput Patc | I z

| Embeddings | % Pre-trained LLM } MultiHead :
1 s DU ok oy | Attention |
(Body) | :
M s Input Embeddings |
_________________________________________________ g T TR S i T e RS

* ienre e [ ' :
Fompawe (. (LLLTTTTTITTTTT] i
i E"‘be;d'“gs ! TR 'f "1' ---------- ’ i Patch Embeddings |
[ ' z |
i Token Embedder | | 3'\%ﬁ?‘re-fmined LLM {A Patch Reprogram ] : :
| I |
: A | (Embedder) Patching @ : [@ Multi-Head Attention ] !
|| Tokenization i T® hing | I, SR . |
IText Prot -
| t i [ instance Norm | | Frototvees
| Input Text } ### Domain: i | Embedder . |
————————————— ### Instruction: <task information> P — _T_ e v vy | |
### Input statistics: ! - ! . K !
1 ! MIV,\\/‘\II | Time Series  Pre-trained !
2> o W | Patches  Word Embeddings:

M [ ab
# Frozen A Training :‘:I: Prompt Embeddings ' Patch Embeddings —> Forward — Backward

.........
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LLMs for Time Series: Time-LLM

Time-LLM: Time Series Forecasting by Reprogramming LLMSs [Jin et al., 2024]

* Patching
* Each (normalized) input channel X ¥ is divided to patches
* Better at preserving local semantic information
* Less input tokens leading to less computational cost

[ﬂ‘ Output Projection ]

1
LTl
T
. 3"%5 Pre-trained LLM
pOND:Se | | | | [ | [ [ [ [ [ [ [ [ ]| (Body)
FER . —
patching CITITI T[T
________ T P _1_ —
{ 3%épre-'rrained LLM [*" Patch Reprogram]
X e RPXLy b [ [ {Emigerder] *

T [ Instance Norm ]

### Domain:
### Instruction: <task information> T

### Input statistics: ' '
firioe tistic 1 : '

' 1

time ser tatistic i '
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LLMs for Time Series: Time-LLM

Time-LLM: Time Series Forecasting by Reprogramming LLMSs [Jin et al., 2024]

* Reprogramming
* Align TS patch - language using ‘Text prototypes’

« ex) A\ :steadydown, A\ :shortup
* Multi-head attention for source and target alignment

Time Series Pre-trained

Source Target
Vocab. prOfO'rYPGS Reprog rammed
time A Patch Embeddings O e ;

- < Tael E ————————————————————
> . | A Reprogrammed |
ear[y —___—7 patCh 1 '___________!#1 __________ i Patch Embeddings :
B |
down A [ﬂ" Patch Reprogram J : |
w Patch 2 5 | |
A\~\ Patching (1) l |
e ‘ R i) o | : :
steady A e n [ Instance Norm ] I '

short ey Patch 5 T I

i

|

ong AT SNV
2 - : :

Patches = Word Embeddings,
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LLMs for Time Series: Time-LLM

Time-LLM: Time Series Forecasting by Reprogramming LLMSs [Jin et al., 2024]

* Reprogramming
 Efficient compared to task-specific learning & fine-tuning

(a) Task-Specific ~ (b) Model Fine-Tuning (c) Model Reprogramming

Solrce Moddiify}  Learning | A
c [Summarization] | - :’ Q EZ ' t sﬁ
' [=)] = [Retrieval] | ! ! ,-‘i : S AH:ad
assification 1 ! 1 ea : - .ee . g. & .
________ [ fl__'"f_f__]__,' 9 | ' AHf : 'g 3 | e g%g Language (__.? [Ib High Effectiveness
— o AModel - Atuege’ 0 8 ek T
+ Target Modality : - W : N S YR S S S Contextual Bootstrapping
: ‘ [Forecasting] - | 6 6"’_0"'__": : s :—O_-_Ol» o Which it
' ;‘7(,)(: —> [Classification] ! - :O O O: i « 1\ g i Reprogram -
| . [imputation] 1 | b_r;:f-r;i;wi-n-g s 6 6 Cross-Modality
O Source Data Sample 0 Target Data Sample [\ Source Task /A Target Task 3‘%‘% Frozen ) Fine-tune ~-» Pre-training
Length | ETTh1-96 | ETTh1-336
Metric | Trainable Param. (M) Mem. (MiB) Speed(s/iter) | Trainable Param. (M) Mem. (MiB) Speed(s/iter)
§ Bt QLoRA 12.60 14767 0.237 12.69 15982 0.335
o Reprogram 5.62 11370 0.184 5.71 13188 0.203
Llama (32) QLoRA 50.29 45226 0.697 50.37 49374 0.732
A=) | Reprogram 6.39 32136 0.517 6.48 37988 0.632
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LLMs for Time Series: Time-LLM

Time-LLM: Time Series Forecasting by Reprogramming LLMSs [Jin et al., 2024]

* Prompt-as-Prefix
* |nject prompts with input context to guide the reprogramming of TS data

* Direct explanation and information about the dataset
* Dataset context, Task instruction, input statistics

_______________________

ﬁhe Electricity Transformer Temperature (ETT) indicates the N\ T I

electric power long-term deployment. Each data point consists I%‘g Output Token

e -—

of the target oil temperature and 6 power load features ... Embeddings | i Sesmmeed T ............
Below is the information about the input time series: A %

Pre-trained LLM
[BEGIN DATA] [Token Embedder ]

Tokenization

[Domain]: We usually observe that electricity consumption
peaks at noon, with a significant increase in transformer load T@
aescription>

%k % %k T

[Instruction]: Predict the next <H> steps given the previous Input Text

<T> steps information attached P NN
% %k %k

|
| .
I |
I |
| |
|

* 4k | A : (Embedder)

: |
I |
I |
| |
I |

### Domain:
### Instruction: <task information>

### Input statistics:
[Statistics]: The input has @ minimum of , @ maximum <time series statistic 1
of , and a median of . The overall trend
is . The top five lags are .
\_[END DATA] )
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LLMs for Time Series: Time-LLM

* Chronos: Learning the Language of Time Series [aws., 2024]
* Pretraining an Time Series Language Model, for Zero-shot forecasting
* Train a T5 model from scratch on time-series data
* Tokenization: Scaling & Quantization into Discrete tokens
* Use Public dataset & Synthetic dataset

Time Series Tokenization Training Inference

Historical Time Series Context Tokens Context Tokens

J/\M\NJ\M\/ [2400 .. (2142 ... |2282| ... [2245 ... 2310]
Time Series Time Series
Language Model Language Model
‘ " J
i | — |

[2400 cee |2142] ... |2282] ... |2245] ... 2310]

Mean Scaling
—
—

5
E 'ug B
£ o= 55
s s £ < |[|2350| - | 2283 ... | 2320
MU Eg(_l_l_L.illliJli.l_l_l_, g8 &
& o B sp | il
8:9 L f
BiE 3 WN UAE
i §§
2400 ... |2142| ... |2282| ... |2245| ... | 2310 2350 g2
Qo

Next Token ID

Context Tokens Probabilistic Forecast
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LLMs for Time Series: Time-LLM

* Chronos: Learning the Language of Time Series [aws., 2024]
* Quality and quantity of public time-series data pales compared to language
* Data Augmentation: TSMixup
* |dea of Mixup [zhang et al., 2017] appliedat time-series for more than two datapoints
e Synthetic data: KernelSynth
* Gaussian Process based time series generation; construct a kernel bank of patterns
* Sampled kernels randomly combined with binary operator ( X or +)

Original Time Series TSMixup Augmentations Kernel Bank

k=1 RELELLL . .
A =1 74 ~ / ; : WMMWM
LATATATATATIN T LA A TATAT iy i
N Linear ' ' '
G : Linear : ) 2 ) Z )
7: k=2 : '
\\0 ~Y . 1
T AL L P g B/
" WWWW kernels _ » .
- , :
N Aer ' Linear . Linear X Linear (Linear X Linean)
' ' +
/ Az =0.3 _ N\,WWW ! :
Periodic ' o
. . \ Periodic K
. .
TSMixup KernelSynth
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LLMs for Time Series: Time-LLM

* Chronos: Learning the Language of Time Series [aws., 2024]
* Experiments: In-domain (left) & Zero-shot (right)

e Pretrained Chronos shows better performance (Purple, lower the better)

Local statistical models (Blue, fitting parameters for each time series)

» Task-specific models (Orange, training a separate model for each task)

Data Subset # Datasets # Series Usage Baselines
Pretraining-only 13 795,936 pretraining -
Benchmark I 15 97,272 pretraining and in- Naive, SeasonalNaive, AutoETS, Auto-
domain evaluation Theta, SCUM, AutoARIMA, DeepAR, TFT,
PatchTST, DLinear, WaveNet, N-BEATS,
N-HiTS, GPT4TS, Lag-Llama, Moirai-1.0-R
Benchmark II 27 190,674 zero-shot evaluation  All the above, LLMTime and ForecastPFN

Dataset & Baselines

s Local Models

W Task Specific Models

Chronos-T5 (Large)
Chronos-Ts (Base)
Chronos-TS (Mini)

PatchTST Chronos-T5 (Mini)
Chronos-T5 (Small) PatchTST
Chronos-GPT2 Chronos-GPT2

N-HiTS

N-BEATS DeepAR
Moirai-1.0-R (Large) w:v::'fs‘

° DeepAR 9
3 8 Moirai-1.0R (Base)
3 WaveNet o N-BEATS
= Moirai-1.0-R (Base) = DLinear
DLinear GPT4TS
TFT TET
AutoARIMA scum
Lag-Llama AutoARIMA
Seasonal Naive AUtoETS
scum Seasonal Naive
AutoETS AutoTheta
AutoTheta Lag-Llama
Naive Naive

0.0 0.2 0.4 0.6 0.8 1.0

Agg. Relative WQL

W= Pretrained Models (In Domain)
Chronos-T5 (Large)
Chronos-T5 (Base)
Chronos-T5 (Small)

Moirai-1.0-R (Large)

12 1.4 1.6 0.0

W Pretrained Models (Other)

0.2 0.4 0.6 0.8 1.0 12
Agg. Relative MASE

14

1.6

In-domain Results
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Model

TFT

Chronos-T5 (Large)
Chronos-T5 (Base)
Chronos-T5 (Small)
N-HIiTS

Chronos-T5 (Mini)
N-BEATS

PatchTST
Chronos-GPT2
Moirai-1.0-R (Base)

Moirai-1.0-R (Large)

Scum
DeepAR
DLinear

AutoARIMA
AutoTheta
LLMTime
AutoETS
WaveNet
Seasonal Naive
Lag-Llama
Naive

0.0

s Local Models

- Task Specific Models
0.639

W Pretrained Models (Zero Shot)

me Pretrained Models (Other)

PatchTST 0810
0.645 Chronos-T5 (Large) 0.823
0.662 N-HITS 0.830
0.667 Chronos-T5 (Base) 0.832
0.672 N-BEATS 0.835
0.678 SCUM 0.838
0.681 Chronos-T5 (Small) 0.841
0.684 DeepAR 0.843
0.687 TFT 0.847
0.696 __ Chronos-T5 (Mini) 0.850
0.720 ] Chronos-GPT2 0.852
. °
0728 3 AutoTheta 0875
= Moirai-1.0-R (Large) 0876
0733 °
DLinear 0.894
0757 GPT4TS 0.895
0761 Moirai-1.0-R (Base) 0.907
0.793 AutoARIMA 0.908
0.804 WaveNet 0.951
0838 AUtoETS 0.953
0.842 LLMTime 0.962
1.000 Seasonal Naive 1.000
1.097 Naive 1.188
1152 Lag-Llama 1.201
02 0.4 06 08 1.0 1.2 00 02 04 06 08 10 12 14

Agg. Relative WQL

Agg. Relative MASE

Zero-shot Results
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LLMs for Time Series: Time-LLM

* Chronos: Learning the Language of Time Series [aws., 2024]

* Conclusion:

* Existing language model architecture and training procedures are adaptable to
training and performing time-series forecasting

e Data & scaling works in the time-series domain, building a generalist model
* Developing methods for generating synthetic time series data is a promising

direction
Benchmark (Metric) Benchmark (Metric)
=—eo— In Domain (WQL) == In Domain (MASE) s No TSMixup or Synth. TSMixup Only =—e— InDomain (WQL)  =—e— In Domain (MASE)
—e— Zero Shot (WQL) —e— Zero Shot (MASE) B 90% TSMixup + 10% Synth. —e— Zero Shot (WQL) —e— Zero Shot (MASE)
4.4 —— Chronos-T5 (Mini) 0.95 T, oy
—— Chronos-T5 (Small) @ 0.90 (wat) g N\ /
o 42 —— Chronos-T5 (Base) ° 0.85 1 o g 0.851
3 —— Chronos-T5 (Large) e R e — G % Zero Shot g 050 ]
— 401 © 080 E My 2
> 2 5 B 0751
= 3.8 “"f 0.75 A 5 In Domain [
£ S| T @ (ase) %071
T . & 0.70 o
- 3.6 . 0.907 D (65
o 0.65 .\\ Zero Shot 0.885 <
vel 2 (MASE) 0.841 _
. < 0.60 1 . , , 0601 ] i , ; :
'—_‘-\_' 0.0 0.2 0.4 0.6 0.8 1.0 0 20 40 60 80 100
3.2 T y y y 0.55 - T T T Agg. Relative Score % of Synthetic Data
0 50K 100K 150K 200K 20M 46M 200M 710M 59 ) "
Training Step Model Size (a) (b)
(a) (b)

Ablations of data augmentation and

Model size ablations Synthetic data proportion (lower the better)
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LLM Agent: Basic Concepts & Benchmarks

Possibilities of LLM as an agent

* LLMs show promising results in real-world sequential decision-making tasks
based on:
* Vast amount of world knowledge (e.g., “Milk might be placed in the refrigerator”)

* Reasoning and planning capabilities.

Examples of agentic tasks

* Web browsing: given arbitrary goal, agent navigate over web pages by clicking
the Ul element, in order to fulfill the goal.

* Software engineering: given arbitrary goal, agent implement repository by
creating / opening files, implementing code, and execute the code if necessary.
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LLM Agent: Basic Concepts & Benchmarks

Overall pipeline

* LLM / MLLM understands natural language instruction (goal) and visual/textual
state.

* Based on the goal and current state, LLM generates code or command to
execute the action.

* Depending on the environment, reward is given at training phase.

Action (e.g., code, command, action tokens)

*

LLM agent C) Environment

State / Observation
Reward
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LLM Agent: Motivation & Basic concept

Use cases

* Web browsing
» State/Observation: HTML, pixel (screenshot)
* Action: code/command for Ul interaction (e.g., click(id), type(value, id))

* Software engineering
» State/Observation: Repo-tree / contents of currently opened file
* Action: agent-computer interface (e.g., open(file_name), scroll_down(), ..)

* Robotic tasks
» State/Observation: Robot state, pixel (camera observation)
* Action: action token
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LLM Agent: Motivation & Basic concept

Challenges

* Learning long-term reward maximizing behavior (rather than become myopic).
* Advanced Reasoning & Planning capability can be a key.
* RL with task reward can also be a path to such behavior.
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LLM Agent: Benchmarks

AgentBench: Evaluating LLMs as Agents [Liu et al., 2023]

* Unified benchmark for evaluating LLM agents in text-based decision-making

tasks.

* Including various agentic tasks: agent for database, OS, web browsing, web
shopping, and text-based card games.

Real-world Challenges

Recursively set all files in the directory to

(On an Ubuntu bash terminal)
read-only, except those of mine.

What musical instruments do Mlnnesota-

(Given Freebase APIs)
born Nobel Prize winners play?

(Given MySQL APIs and existed tables)
Grade students over 60 as PASS in the table.

8 Distinct Environments

This is a two-player battle game, you are a

(On the GUI of Aquawar)
player with four pet fish cards ......

\f

[ A man walked into a restaurant, ordered a bow!
of turtle soup, and after finishing it, he
committed suicide. Why did he do that?

(In the middle of a kitchen in a simulator)
Please put a pan on the dinning table.

—
p

Angeles in the last week of July.

Algorithmic Intelligence Lab

________________________

Operating
System
LLM-as-Agent
S AN
E Large &;
i Language Knowledge | [Digital Card
; Models Graph Game
L. V. 7
U Interaction ) .
b ?
H Interactive House Lateral Think
i Environments Hold'ng -ing Puzzles
1
t

[ (On the official website of an airline)
Book the cheapest flight from Beijing to Los

= @ N
Web Web —
Shopping smm Browsingg
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LLM Agent: Benchmarks

AgentBench: Evaluating LLMs as Agents |[Liu et al., 2023]

* Even proprietary LLMs (e.g., GPT-4, Claude) struggle to solve various decision-

making tasks.

* Long-term reasoning/planning capabilities are required for better LLM agents.

%LM Models VER  OA Code-grounded Game-grounded =~ Web-grounded
ype OS DB KG DCG LTP HH WS WB
gpt-4 0613 4.01 424 320 588 745 16.6 78.0 61.1 29.0
claude-2 - 249 18.1 273 413 555 84 540 614 0.0
claude vli3 244 97 220 389 409 82 58.0 557 25.0
API gpt—-3.5-turbo 0613 232 326 36.7 259 337 105 16.0 64.1 20.0
text-davinci-003 - 1.71 20.1 163 349 30 7.1 200 61.7 26.0
claude-instant vl.l 1.60 16.7 18.0 208 59 12.6 300 49.7 4.0
chat-bison-001 - 1.39 9.7 197 230 166 44 180 60.5 12.0
text-davinci-002 - 125 83 167 415 118 05 160 56.3 9.0

Algorithmic Intelligence Lab
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LLM Agent: Benchmarks

WEBARENA: A Realistic Web Environment for Building Autonomous Agents [zhou
et al., 2023]

* Benchmarks for web browsing tasks are based on a simulated environment
rather than real-world websites.

* This benchmark proposes benchmark spanning over 812 tasks across 6
websites (e.g., Map, Gitlab, online shopping, Reddit).

» Evaluates functional correctness (i.e., success rate) over all tasks.

r \ “ Tell me how much 1 spent on
' ‘ \ Ps V food purchase in March 2023 ,,
3" S
00 -~

Web applications from popular domains u Create a “NolanFans’ repo,
~.__ 7 AlAgent listing Nolan's Oscar-winning

\

S

@ ‘\ < A D Feedback films in a README file ”
| \ \z/ S8 \\“\\) L
check_repo
Tool Sites Knowledge resources check_readme @

check answer

Functional Functional
Success Failure

K WebArena Environment J
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LLM Agent: Benchmarks

WEBARENA: A Realistic Web Environment for Building Autonomous Agents [zhou

et al., 2023]

* 3 Types of observations are supported (Screenshot, HTML, accessibility tree)

e e webarena.onestopshop.com

Patio, Lawn & Garden

..............

[ 2} webarena.onestopshop.com

[ 2} webarena.onestopshop.com
L <li>
P <div>
<a href="..."><img src="..."></a>

<div class>
! <a href="...">Outdoor Patio ...
y </a>
: <div>
<span>Rating:</span>
<div>
<span>82%</span>
</div>
: <a href=“...#reviews">12
: <span>Reviews</span></a>

 Commands for diverse Ul actions are supported.

Algorithmic Intelligence Lab

RootWebArea ‘Patio, Lawn ..’
link 'Image’
img 'Image’
link "Outdoor Patio..’
LayoutTable "
StaticText 'Rating:'
generic '82%'
link '12 Reviews'
StaticText ‘$49.99'

button 'Add to Cart’ focusable: True

button 'Wish List’ focusable: ...
button 'Compare’ focusable: ...

Action Type | Description

noop Do nothing

click (elem) Click at an element
hover (elem) Hover on an element
type (elem, text) | Type to an element
press (key_comb) Press a key comb
scroll (dir) Scroll up and down
tab_focus (index) | focus on ¢-th tab
new_tab Open a new tab
tab_close Close current tab
go_back Visit the last URL
go_forward Undo go_back
goto (URL) Go to URL

Figure 4: Action Space of WebArena
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LLM Agent: Benchmarks

WEBARENA: A Realistic Web Environment for Building Autonomous Agents [zhou

et al., 2023]

* Even GPT-4 struggles to solve most of the tasks (with 14% of success rate).

 Significant gap between human-level performance (77.78%)

Algorithmic Intelligence Lab

CoT UA Hint Model SR SRAC SRUA
TEXT-BISON-001 5.05 4.00 27.78
X GPT-3.5 6.41 4.90 38.89
GPT-3.5 8.75 6.44 58.33
GPT-4 11.70 8.63 77.78
X X  GPT-3.5 5.10 4.90 8.33
X  GPT-3.5 6.16 6.06 8.33
X  GPT-4 1441 13.02 4444
- Human 7824 77.30 100.00
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LLM Agent: Benchmarks

WEBARENA: A Realistic Web Environment for Building Autonomous Agents [zhou
et al., 2023]

* Recent works focused on computer-using agent improved the performance by
large margin.

A B C D E F v
1 | Release Date | Open? Model Size (billion) Model Success Rate (%) Result Source
2 02/2025 X - IBM CUGA 61.7 IBM CUGA
3 01/2025 X - OpenAl Operator 58.1 OpenAl CUA
4 08/2024 X - Jace Al 57.1 Reported by zetalabs.ai
S 12/2024 X - ScribeAgent + GPT-40 53 ScribeAgent
6 01/2025 v - AgentSymbiotic 52.1 AgentSymbiotic
7 01/2025 4 - Learn-by-Interact 48 Learn-by-interact
8 10/2024 v - AgentOccam-Judge 45.7 AgentOccam-Judge
9 08/2024 X - WebPilot 37.2 WebPilot
10 10/2024 v - GUI-API Hybrid Agent 35.8 Beyond Browsing
1 09/2024 v - Agent Workflow Memory 35.5 AWM
12 04/2024 4 - SteP 33.5 SteP
13 04/2024 v - BrowserGym + GPT-4 23.5 WorkArena
14 01/2025 v 32 AgentTrek-1.0-32B 224 AgentTrek
15 04/2024 v - GPT-4 + Auto Eval 20.2 Auto Eval & Refine
16 06/2024 4 - GPT-40 + Tree Search 19.2 Tree Search for LM Agents
17 04/2024 4 7 AutoWebGLM 18.2 AutoWebGLM
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LLM Agent: Benchmarks

SWE-bench: Can Language Models Resolve Real-World GitHub Issues? [limenez et al.,,
2023]

* Task of resolving the Github issue given issue description and codebase.

* Agent needs to modify specific part of the codebase so that the issue is
resolved.

* Once patch file is generated, the patch is applied, and then evaluated by pre-
defined unit tests.

Q® Issue - ( £2 Language Model ) ) Unit Tests

data leak in GBDT due to warm J
start (This is about the non- Pre PR PostPR Tests

histogram-based version of... 11 Generated PR

join_struct_col
+20 -12 ENEN
vstack_struct_col

() Codebase B8 sklearn

B sklearn/ D regs.txt OO gradient_boosting.py
B examples/ [J setup.cfg D helper.py

[ README.rst [0 setup.py B utils =

->

dstack_struct_col

matrix_transform

LS

euclidean_diff
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LLM Agent: Benchmarks

SWE-bench: Can Language Models Resolve Real-World GitHub Issues? [Jimenez et al.

2023]

* Tasks are based on 12 well-maintained opensource Github repositories.

* Codebase corresponding to each tasks incorporates lengthy lines of code and
files (far exceeds context length of frontier LLMs, e.g., 200K tokens).

Table 1: Average and maximum numbers char-

flask (11) django (850) acterizing different attributes of a SWE-bench
matplotlib (184) task instance. Statistics are micro-averages cal-
pylint (57) culated without grouping by repository.
pytest (119)
requests (44) Mean Max
astropy (95)
scikit-learn (229) Issue Text  Length (Words) 195.1 4477
xarray (110)

seaborn (22) # Files (non-test) 3,010 5,890
sphinx (187) sympy (386) Codebase 41 ines (non-test) 438K 886K
# Lines edited 32.8 5888
Figure 3: Distribution of SWE-bench tasks  Gold Patch  # Files edited 1.7 31
(in parenthesis) across 12 open source GitHub # Func. edited 3 36
repositories that each contains the source code # Fail to Pass 91 1633
for a popular, widely downloaded PyPI package. Tests # Total 120.8 9459

Algorithmic Intelligence Lab
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LLM Agent: Benchmarks

SWE-bench: Can Language Models Resolve Real-World GitHub Issues? [Jimenez et al.

2023]

e Baseline: Retrieve relevant code file from entire repository using RAG (i.e.,
using issue description as a query) =2 modify the retrieved code file.

 SWE-LIama is trained to generate corrected code, given retrieved code
containing faults.

SWE-bench SWE-bench Lite
Model % Resolved % Apply % Resolved % Apply
Claude 3 Opus 3.79 46.56 4.33 51.67
Claude 2 1.97 43.07 3.00 33.00
ChatGPT-3.5 0.17 26.33 0.33 10.00
GPT-4-turbo 1.31 26.90 2.67 29.67
SWE-Llama 7b 0.70 51.74 1.33 38.00
SWE-Llama 13b 0.70 53.62 1.00 38.00

Algorithmic Intelligence Lab

’

167



LLM Agent: Benchmarks

SWE-bench: Can Language Models Resolve Real-World GitHub Issues? [limenez et al.,,
2023]

* Recent works further improved performance in SWE-Bench.

Leaderboard
Lite Verified Full Multimodal
Model % Resolved Org
¢, W&B Programmer O1 crosscheck5 64.60 H
¢ AgentScope 63.40 -
6 Blackbox Al Agent 62.80 -
® CodeStory Midwit Agent + swe-search 62.20 =
# OpenHands + 4x Scaled (2024-02-03) 60.80 @® All Hands
Learn-by-interact 60.20 a)
devlo 58.20 @
Emergent E1(v2024-12-23) 57.20
Gru(2024-12-08) 5700 .+
EPAM Al/Run Developer Agent v20241212 + Anthopic Claude 3.5 Sonnet 55.40 <epam>
Amazon Q Developer Agent (v20241202-dev) 55.00 aws
devlo 54.20 @
Bracket.sh 53.20 $
% ¥ OpenHands + CodeAct v2.1 (claude-3-5-sonnet-20241022) 53.00 @® All Hands
Google Jules + Gemini 2.0 Flash (v20241212-experimental) 52.20 Google
Engine Labs (2024-11-25) 51.80 <>
AutoCodeRover-v2.1 (Claude-3.5-Sonnet-20241022) 5160 P
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LLM Agent: Prompting LLMs as agents

ReAct: Synergizing Reasoning and Acting in Language Models [vao et al., 2023]
* Prompting technique to improve LLMs’ decision-making capability.
* Applying Chain-of-Thought prompting to decision making tasks.

* Enforces LLM agents to think before act via prompting.

1 ( !
{ (2) AlfWorld ) 4 l (2b) ReAct (Reason + Act) J N
You are in the middle of a room. Looking quickly around Act 1: Think[First I need to find a pepper shaker...more
you, you see a cabinet 6, a cabinet 1, a coffee machine 1, likely to appear in cabinets (1-6), countertops (1-3), ... 1
a countertop 3, a stove burner 1, and a toaster 1. Act 2: Go to cabinet 1
Your task is to: Put some pepper shaker on a drawer. Obs 2: On the cabinet 1, you see a vase 2.
(Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2)
( )
s - | (2a) Act-Only | N\ | Act 6: Go to countertop 3
Act 1: Go to drawer % Obs 6: On the countertop 3, you see a apple 1, a bread 1,
Obs 1: The drawer 1 is closed. || a pepper shaker 1, and a vase 3.

Act 2: Open drawer 1 Act 7: Take pepper shaker 1 from countertop 3

Obs 2: You open the drawer 1. The drawer 1 is open. In it, Obs 7: You pick up the pepper shaker 1 from the countertop 3.
you see a dishsponge 2, and a spoon 1.
Act 8: Think[Now I find a pepper shaker 1. Next, I need to

Act 3: Go to sinkbasin 1 put it in/on drawer 1. ]

Obs 3: On the sinkbasin 1, you see a dishsponge 3, a Act 9: Go to drawer 1
spatula 1, and a spoon 2. Obs 9: Drawer 1 is closed.
Act 4: Take peppershaker 1 from sinkbasin 1 Act 10: Open drawer 1
Obs 4: Nothing happens. Obs 10: You open Drawer 1 ..
Act 5: Take peppershaker 1 from sinkbasin 1 Act 11: Put pepper shaker 1 in/on drawer 1
\»Obs 5: Nothing happens. )( ) \pbs 11: You put pepper shaker 1 in/on the drawer 1. \/</
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LLM Agent: Prompting LLMs as agents

ReAct: Synergizing Reasoning and Acting in Language Models [vao et al., 2023]

e Evaluation in AlfWorld and WebShop, a representative text-based decision
making task.

* ReAct prompting outperforms Act-only prompting with significant margin.

» Recently, think followed by action became default choice for LLM agents.

Method | Pick Clean Heat Cool Look Pick2 | All Method | Score SR
Act (bestof6) 88 42 74 67 72 41 45 Act 623 30.1
ReAct vy 65 39 83 76 55 24 57 ReAct 66.6 40.0
ReAct (estof6) 92 58 96 86 78 41 71
ReAct—1IM Gvg) 55 59 60 55 23 24 48 ILTI-II{L 23491- %g;
ReAct—IM eestofe) | 62 68 87 57 39 33 53 ) )
BUTLER, (vestofs) 33 26 70 76 17 12 22 Human 32 1 596
BUTLER est of 8) 46 39 74 100 22 24 37 Expert | '
Table 3: AlfWorld task-specific success rates (%). BUTLER and Table 4: Score and suc-
BUTLER, results are from Table 4 of Shridhar et al. (2020b). All cess rate (SR) on Web-
methods use greedy decoding, except that BUTLER uses beam search. shop. IL/IL+RL taken

from Yao et al. (2022).
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Reflexion: Language Agents with Verbal Reinforcement Learning [shinn et al., 2023]

* LLM agent refining its decision making based on verbal feedback.

* New paradigm of verbal reinforcement learning

[ 1. pecision making |

(a) Task

You are in the middle of a room
[...] Task: clean some pan and put
it in countertop.

[ 2. Programming ]
Task: You are given a list of two
strings [...] of open '(' or close

') ' parentheses only [...]

\ —

Task: What profession does John
Lanchester and Alan Dean Foster
have in common?

( 3. Reasoning

|

(b)
Trajectory

[iess 3]

Action:take panl from stoveburnerl
Obs:Nothing happens. [...]
Action:clean panl with sinkbasinl
Obs:Nothing happens. [...]

def match parens(lst):

if sl.count(' (') +
s2.count ('(') == sl.count(')') +
s2.count (') '): [...]

return 'No'

Think: [...] novelist, journalist,
critic [...] novelist,
screenwriter [...] common is

novelist and screenwriter.
Action: “novelist, screenwriter”

(©

Evaluation {

Rule/IM Heuristic:
Hallucination.

Self-generated unit tests fail:
assert match parens(...)

Environment Binary Reward:
0

(internal / external)

(d)

Reflection

[...] tried to pick up the pan in
stoveburner 1 [...] but the pan
was not in stoveburner 1. [...]

[...] wrong because it only checks
if the total count of open and
close parentheses is equal [...]
order of the parentheses [...]

[...] failed because I incorrectly )
assumed that they both had the
same multiple professions [...]
accurately identifying their

| professions.

|

(e) Next
Trajectory

[...] Action: take pan 1 from
stoveburner 2

[...] Obs: You put the pan 1 in
countertop 1.

[ 5.5
return 'Yes' if check(S1l) or
check (S2) else 'No'

Think: [...] So the profession
John Lanchester and Alan Dean
Foster have in common is novelist.
Action: “novelist”
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Reflexion: Language Agents with Verbal Reinforcement Learning [shinn et al., 2023]

* LLM agent generates trajectory by decision making.

* LLM agent receives verbal external feedback or internal feedback (i.e., self-

evaluation).

* Based on the feedback, LLM agent generates reflection, and adds it to long-

term memory.

* Regenerate trajectory by referring to the reflection.

Agent

Evaluator (LM)

External feedback
Self-reflection (LM)
Internal Reflective
feedback text

Experience
(long-term memory)

Trajectory
(short-term memory)

~—Obs / Reward # Environment }» Action

Algorithm 1 Reinforcement via self-reflection

Initialize Actor, Evaluator, Self-Reflection:

Maa Me, Msr

Initialize policy mg(a;|s;), 8 = {M,, mem}

Generate initial trajectory using my

Evaluate 7y using M,

Generate initial self-reflection sry using My,

Set mem < [srg]

Sett =0

while M, not pass or ¢ < max trials do
Generate 7; = [ag, 0p, - - - G, 0;] using my
Evaluate 7 using M,
Generate self-reflection sr; using M,
Append sr; to mem
Increment ¢

end while

return

Figure 2: (a) Diagram of Reflexion. (b) Reflexion reinforcement algorithm
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Reflexion: Language Agents with Verbal Reinforcement Learning [shinn et al., 2023]

* Language agent improves its decision making within a few iterations of

Reflexion in sequential decision-making task (ALFWorld)

* Not only confined to decision making tasks, Reflexion can be also applied to

programming tasks (e.g., MBPP, HumanEval)
* Shows better than previous state-of-art methods.

(a) ALFWorld Success Rate

--=-- ReAct only
—e— ReAct + Reflexion (Heuristic) /

—e— ReAct + Reflexion (GPT)

1.0

0.9

Benchmark + Language Base Reflexion TP FN FP TN
0.8

HumanEval (PY) 0.80 091 099 040 0.01 0.60

MBPP (PY) 0.80 0.77 0.84 059 0.16 041
0.7 HumanEval (RS) 0.60 0.68 0.87 037 0.13 0.63

MBPP (RS) 0.71  0.75 0.84 051 0.16 049

Proportion of Solved Environments

0 2 4 6 8 10
Trial Number
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SWE-agent: Agent-Computer Interfaces Enable Automated Software Engineering

[Yang et al., 2024]

* Proposed agent-computer interface enabling LLMs to solve software

engineering tasks as human developer do.

Table 4: In additional to the standard Linux Bash commands, we provide SWE-agent with specialized
tools, including an interactive file viewer, search functionalities, and edit tools for the open file.
Required arguments are enclosed in <> and optional arguments are in [ ]. The last column shows the

documentation presented to the LM.

Category

Command

Documentation

File
viewer

open <path>
[<line_number>]

goto <line_number>
scroll_down

scroll_up

Opens the file at the given path in the editor. If
line_number is provided, the window will
move to include that line.

Moves the window to show line_number.
Moves the window up 100 lines.

Moves the window down 100 lines.

Search
tools

search_file <search_term>
[<file>]

search_dir <search_term>
[<dir>]

find_file <file_name>
[<dir>]

Searches for search_term in file. If file is
not provided, searches in the current open file.

Searches for search_term in all files in dir.
If dir is not provided, searches in the current
directory.

Finds all files with the given name in dir. If dir
is not provided, searches in the current directory.

File
editing

edit <n>: <m>
<replacement_text>
end_of_edit

create <filename>

Replaces lines n through m (inclusive) with
the given text in the open file. All of the
replacement_text will be entered, so
make sure your indentation is formatted properly.
Python files will be checked for syntax errors
after the edit. If an error is found, the edit will
not be executed. Reading the error message and
modifying your command is recommended as
issuing the same command will return the same
erTor.

Creates and opens a new file with the given
name.

Task

submit

Generates and submits the patch from all previ-
ous edits and closes the shell.
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LLM Agent: Prompting LLMs as agents

SWE-agent: Agent-Computer Interfaces Enable Automated Software Engineering

[Yang et al., 2024]

e Based on issue description and 1-shot example (demonstration), LLM
sequentially make decision using actions, which is defined based on agent-

computer interface.

Demonstration
Full trajectory of a successful example

Issue statement
» Give reported issue description
* Instructions to resolve issue
+ High-level strategy tips

Thought & Action

Environment Response (collapsed)

Thought & Action

Environment Response (collapsed)

Thought & Action

Environment Response

s .\ S N N

Submit

‘e Y oY e Y oY oY aEm

Patch File
diff --git a/src/sqlfluff/rules/L060.py
b/src/sqlfluff/rules/L060.py
-—— a/src/sqlfluff/rules/L060.py
+++ b/src/sqlfluff/rules/L060.py

Algorithmic Intelligence Lab

Think1: First, I need to reproduce the issue...
Actionl: create_file(‘reproduce.py’)

Think2: As the issue describes problem regarding ...
Action?2: edit 1:1
[code to reproduce the error]
end_of edit

U

Thinkd3: I need to run the reproduce.py  to see whether the
error is reprocuded..
Actiond: python reproduce.py
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LLM Agent: Prompting LLMs as agents

SWE-agent: Agent-Computer Interfaces Enable Automated Software Engineering
[Yang et al., 2024]

* Shows promising result in the representative repository-level software
engineering tasks: SWE-Bench

Table 1: Main results for SWE-agent performance on the full and Lite splits of the SWE-bench test
set. We benchmark models in the SWE-agent, Basic CLI, and Retrieval Augmented Generation
(RAG) settings established in SWE-bench [20].

SWE-bench SWE-bench Lite

Model % Resolved $ Avg. Cost % Resolved $ Avg. Cost
RAG

w/ GPT-4 Turbo 1.31 0.13 2.67 0.13

w/ Claude 3 Opus 3.79 0.25 4.33 0.25
Shell-only agent

w/ GPT-4 Turbo - - 11.00 1.46

w/o Demonstration - - 7.33 0.79

SWE-agent

w/ GPT-4 Turbo 12.47 1.59 18.00 1.67

w/ Claude 3 Opus 10.46 2.59 13.00 2.18
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SWE-agent: Agent-Computer Interfaces Enable Automated Software Engineering
[Yang et al., 2024]

» Although method is simple (i.e., letting LLMs to use tools & actions specialized
for software engineering tasks), It showed the possibility of LLMs to solve repo-
level software engineering tasks as human developers do.

» After this work, many works proposed better agent-computer interfaces to
enhance the performance.

* Remaining problems:

* LLMs makes trivial mistakes while editing the code (e.g., indentation error), and
some errors are not detected by linting library, which results in task failure.

* Edit & Execution loop: once the execution of LLM-edited code returns error, LLMs
repeat editing the code and executing the wrongly edited code.
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Code-R: Issue Resolving with Multi-Agent and Task Graphs [chen et al., 2024]
* Proposed hierarchical multi-agent framework for software engineering task.

* Pre-defines role of each agent (e.g., Supervisor, Fault Localizer, Fault
Reproducer) , and available actions are different across roles.

(@) be analyzed :? @ selecting  [TN13) be parsed and

m 3 - executed % %ﬁ
Issue M l_-_l ﬁ

)

anager Task Graph
Manager @ g @ P
. ,’e L. . 66
S0/ (6) genprating &g
@ Y bac, =
.. @ & == % L, o
-1 ® [l r" (@) returning | SRR 5
7 -— =
Reproducer @
Patch Report Collaboration
o9
<D, :
. g' Thought: For the given issue, I will ... w Thought: Check whether the issue has ...
Fault Localizer ~ @ Action: create reproduce.py Action: python reproduce.py
Summary report: [% Summary report:
&> Verifier
) o
| | if failure @ s
Editor =
</>

Thought: 1t’s time to localize possible ...
Action: python reproduce.py
Summary report.

Thought: Now, I should edit the lines ...
Action: edit 743:743 ...
Summary report:

|

Fault Localizer

Verifier
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Code-R: Issue Resolving with Multi-Agent and Task Graphs [chen et al., 2024]

* Given issue description, Manager agent generates task graph, which defines
workflow and coordination between low-level agents.

* Following the task graph, low-level agents follow the workflow to solve the task.

{
"Plan A": {

"entry": "Reproducer”,
"roles": [{
"name": "Reproducer”,
"attributes": {

“task”: “If possible, try to extract test scripts from the issue description. Otherwise, generate test scripts based on the issue
description yourself. Paste it into * path/to/reproduce.py” . Run "~ path/to/reproduce.py” and compare error messages with those in the
description. If successfully reproduced, forward the error message to the Fault Localizer. If not, forward \"cannot reproduce\" to the Editor.",

“downstream”: {“succeed”: {“to”: “Fault Localizer "}, "fail": {"to": "Editor"}}}},

{“name”: "Fault Localizer, ...}, {"name®“: ”Editor®, ...}, {"name": ” Verifier", ...}]},
s Plan BE{"] 5 Plan G (™ s BlaniDs: (o8] e
}
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Code-R: Issue Resolving with Multi-Agent and Task Graphs [chen et al., 2024]

* Each agent are assigned with different agent-computer interfaces (i.e., action

space)

* For example, Reproducer and Editor can edit the code, while remaining agents

can not directly edit the code.

Algorithmic Intelligence Lab

Actions

Agent Roles

Manager Reproducer Fault Localizer Editor Verifier

3 scroll down
4 scroll up

5 create

6 edit

7 submit

8 search dir
9 search file
10 find file

11 rover search file*

12 rover search class*

13 rover search class in file*
14 rover search method*

15 rover search method in file*
16 rover search code*

17 rover search code in file*

18 related issue retrieval
19 fault localization

20 test

21 report

22 basic shell command

v

LR R Rk

DS OO
NG SESE G NG S S SE SO SO SCSE S,

<

<

LKL <
<
NN
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CodeR: Issue Resolving with Multi-Agent and Task Graphs [chen et al., 2024]

* Multi-agent system results in better performance in SWE-Bench, compared to
single agent baseline (SWE-agent), as well as commercial products (e.g.,
Amazon Q Developer agent, Devin).

Methods | Resolved (%) | Avg. Req. | Avg. Tokens/Cost
Commercial Products

Devin (random 25% subset of SWE-bench) 13.86 (-) -
Amazon Q Developer Agent (reported) 20.33 (61) -
Amazon Q Developer Agent (reproduced) 17.00 (54) -
OpenCSG CodeGenAgent (reported) 23.67 (71) -
OpenCSG CodeGenAgent (reproduced) 20.67 (62) -
Bytedance MarsCode Agent 22.00 (66)

Explicit Patch Generation
RAG + GPT 3.5 0.33(1) -
RAG + SWE-Llama 13B 1.00 (3) -
RAG + SWE-Llama 7B 1.33 (4) -
RAG + GPT 4 2.67 (8) -
RAG + Claude 2 3.00 (9) -

RAG + Claude 3 Opus 4.33 (13) - -
AutoCodeRover 19.00 (57) - 112k/$1.30
Implicit Patch Generation

Aider (reported) 26.33 (79) -

Aider (reproduced) 24.67 (74) - -
SWE-agent + Claude 3 Opus (reported) 11.67 (35) 17.10 221K/$3.41
SWE-agent + Claude 3 Opus (reproduced) 9.66 (29) 17.10 221K/$3.41
SWE-agent + GPT 4 (reported) 18.00 (54) 21.55 245K/$2.51
SWE-agent + GPT 4 (reproduced) 16.67 (50) 21.55 245K/$2.51
CODER (reported) 28.33 (85) 30.39 299K/$3.09
CODER (ours) 27.33 (82) 30.39 299K/$3.09
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LLM Agent: Optimizing LLMs as agents

ArCHer: Training Language Model Agents via Hierarchical Multi-Turn RL [zhou et al.,

2024]

* Training LLMs for multi-turn tasks with RL poses several challenges compared to
training LLMs for single-turn tasks with RL.
* As LLMs have to make decision over an extended period of multi-turn interactions.

* Current RL methods to fine-tune LLMs (e.g., RLHF) focus on single-turn tasks.

e ArCHer proposes novel RL framework for training LLMs for multi-turn tasks.

|
~h

Learned from Preferences

r(s, a) )
[ s s e ]
[l Reward Model 1 J

-~ —>

8 Policy Gradient

Utterance Action a

—
i Token-Level Actor E
—
State S
PES
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I'm feeling unmotivated for work

*  and everything.

I'm sorry to hear that you are feeling
unmotivated. Here are some tips to
help you regain some motivations:

1, Set Small, Achievable Goals. Try
breaking down your work into small
more manageable tasks.

2, Change Your Routine. Monotony can
lead to demotivation.

3, Seek Inspiration. Try listening to an
inspiring podcast, reading a
motivational book, or talking to
someone you find inspiring.

4, Take Care of Your Health. Lack of
motivation can sometimes be linked to
physical factors such as poor diet.

| had enough of such cliche.

User Satisfaction: &

»:y

»

»)

I'm feeling unmotivated for work
and everything.

I'm sorry to hear that! Would you
like to share if there is anything
particular happening recently?

My paper got rejected from a
conference... but | really put a lot of
time and efforts in it.

I'm really sorry to hear that your
paper got rejected, but it could also
be a chance for you to polish your
paper and make a bigger deal so
that it can shine in a resubmission to
the next conference!

Thanks a lot! | feel much better
now!

User Satisfaction: &

Learned from Off-Policy RL
Q%(s,a) \
\BEvavefinctonis)

Policy Gradient
Utterance Action a

: Token-Level Actor ,:

—>
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LLM Agent: Optimizing LLMs as agents

ArCHer: Training Language Model Agents via Hierarchical Multi-Turn RL [zhou et al.,

2024]

* In multi-turn tasks (i.e., agent tasks), action space is defined at utterance level
(e.g., command, code)

* However, usual RL methods to fine-tune LLMs focus on token-level action space
with reward function learned via human preference.

Learned from Preferences

r(s,a)
)

(mmm————————
1 Reward Model E J

Utterance Action a
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Policy Gradient

A~

I'm feeling unmotivated for work
and everything.

I'm sorry to hear that you are feeling
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1, Set Small, Achievable Goals. Try
breaking down your work into small
more manageable tasks.

2, Change Your Routine. Monotony can
lead to demotivation.

3, Seek Inspiration. Try listening to an
inspiring podcast, reading a
motivational book, or talking to
someone you find inspiring.

4, Take Care of Your Health. Lack of
motivation can sometimes be linked to
physical factors such as poor diet.

| had enough of such cliche.
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LLM Agent: Optimizing LLMs as agents

ArCHer: Training Language Model Agents via Hierarchical Multi-Turn RL [zhou et al.,
2024]

* ArCHer proposes hierarchical approach:

e 1. Train utterance-level value function via Off-policy RL
* 2. Token-level on-policy RL (e.g., PPO) with learned utterance-level value function.

Utterance Level Q7(s,a) < r+yVi(s’)

@ How can | help you?

(s") ]
How can I help you? ; : =
= cLs
_______________ search[black queen-sized bed]
I : Utterance-Level Critic : 1 (]
e ————— ) w T
- cLs
—
sl
Token Level
1 e L
at at
Search [ black e bed 1 EOS
How can I help you? R e L \I
1 Token-Level Actor A"(s.,a
7 goshe Ew . ,' ( (ol t)
search [ black e bed 1 EOS
—r =
S, a,
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ArCHer: Training Language Model Agents via Hierarchical Multi-Turn RL [zhou et al.,

2024]

* Overall algorithm

Algorithm 1 ArCHer: Practical Framework

1: Initialize parameters ¢, ), 8, 6, (Optionally) n
2: Initialize replay buffer D (optionally from an offline dataset).
3: for each iteration do

4 ## Data Collection. > [only online mode]
5: for each environment step do
6: Execute a; ~ my(-|s;) , obtain the next state s;,, add to buffer D.
7: end for
8: for each critic step do
9: ## Update utterance-level Q and V functions by target function bootstrapping.
10: 0+ 0—VJy(Q) > Equation 1
11: Y= —VJy(V) > Equation 2 or 6
12: ## Update target Q and V functions.
13: 0+ (1—-71)0+710
14: Y (1 =1+ 19
15: end for
16: ## Update token-level baseline by MC regression.
17: for each baseline step do
18: nmn— VJn(f/) > (Optionally), Equation 4
19: end for
20: ## Update token-level actor with utterance-level critic.
21: for each actor step do
22 ¢ ¢ — Vy(m) > Equation 3, 5, or 7
23: end for
24: end for
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ArCHer: Training Language Model Agents via Hierarchical Multi-Turn RL [zhou et al.,
2024]

* ArCHer outperforms other training methods.

* Although PPO gradually improves, ArCHer exhibits much sample-efficient
learning.

* GPT-2 fine-tuned with ArCHer outperforms GPT-3.5-turbo + ReAct

WebShOp Detective Game Twenty Questions Subset Twenty Questions

Guess My City

0.75 300 -6 12 -12
T 4 70, 5250 - -8 - -13 o
o / . o 200 o —10 o -14 o _15
5 | AT 2150 g-12 3-15 ) 316
3 —— ArCHer o o 3 W g
v ) ) Ru) Iy @9
2 g HAl §100 o-14 T -16 g~
g —— Filtered BC 5 5 5 5 —18
e GPT3.5-expert-prompt _ % 50 & _16 & 17 & _19
--- GPT3.5-ReAct
0 -18 —18Kk -20
K 40k 48k 0 4k 8k 12k 16k 0 4k 8k 12k 16k 20k 24k 0 20k 40k 60k 80k 0 4k 8k 12k 16k 20k
8k 16k 24k i 32 N Number of trajectories Number of trajectories Number of trajectories Number of trajectories
Number of trajectories
—— ArCHer CHAI —— Filtered BC —— PPO
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Agent Q: Advanced Reasoning and Learning for Autonomous Al Agents|putta et al.,
2024]

* Search for optimal decision making via MCTS.
* From the search tree, optimize the LLM agent via Direct preference
optimization.

Booking aRessruation Given a state, LLM agent has multiple
choices for actions (i.e., Act 1, Act 2)

H

A Through tree search, we already have
EEY LT Ty information of (value of Act 1 > value of
= —= Act 2).
PSR S il e e
—F Ty _ Therefore, we optimize LLM agent with

state, Act 1, and Act 2, as prompt,
: positive completion, and negative
Bl completion, respectively.
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Agent Q: Advanced Reasoning and Learning for Autonomous Al Agents|putta et al.,
2024]

* Overall algorithm

Algorithm 1 MCTS Guided Direct Preference Optimization

Input: 7y, : initial LLM policy, Dr: dataset of tasks the agent must complete in the environment, N:
number of iterations, B: number of samples per iteration, 7': MCTS tree depth, B: replay buffer,
Ohreshold: Value threshold in (10), K: number of actions to sample for MCTS
Output: 7y, , the trained LLM policy
fori=1to N do
Tref €= To;, To; < To;_,
Sample a batch of B tasks from Dy
for each task in batch do
Initialize the root node hy
fort =1to T do
Selection: Traverse tree from the root node to a leaf node using tree policy (UCB1; 7)
Trajectory Rollout: From the selected node’s trace, roll out the trajectory using
mp, until a terminal state is reached
Backpropagation: Backpropagate the value estimate bottom-up (8)
end for
Collect trajectories from rollouts and store them in replay buffer B
end for
Construct preference pairs Dp = {(h;,al’,a})}. ' where h; ~ Dp. For each node at step level
t, compare each pair of child nodes, and construct the pair of generated actions (a®,a') if the
values of taking the action, |Q(hs,a%) — Q(hy, a')| > Oreshold, Where Q(hg,a®) and Q(hy,al) are
computed using (10)
Optimize LLM policy mg, using DPO objective in Eq. (5) with Dp and m¢
end for
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Agent Q: Advanced Reasoning and Learning for Autonomous Al Agents|putta et al.,
2024]

* AgentQ achieves outperforms baselines.

* Applying MCTS at inference time yields much better performance.

WebShop Success Rates

60 F 59.6%

8 50.5%
50l 50.0%

40.6% 40.8%
40

301

Success Rate (%)

201

10

0

X M O Q o £9 > © Q
\\05’ Qg& <§/\ S @’&c & Y & "‘(} +Q®é
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SWE-RL: Advancing LLM Reasoning via Reinforcement Learning on Open
Software Evolution [wei et al., 2025]

* Improving reasoning capability via RL in code domain = Improved software
engineering capability.

* Defined reward as a similarity between generated patch and oracle patch, and
then trained the Reasoning LM via GRPO.

{—1, if the format is wrong,
R(T)=

compare(patchpred, patchg:), otherwise.

mo(0i | @) . (We(oz'lq) ) ) )
Af'l, ]. ,1 - ,1 + AZ - D re 9
G E (mm (ﬂ_eom (0 10 clip o (011 ) € € BDxr (g || 7ref)

where (|ssue, ctx, patchg;) ~ Dseed, ¢ = form-prompt(issue, ctx), and {0;} ; ~ 7., (- | q).

J0) =
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SWE-RL: Advancing LLM Reasoning via Reinforcement Learning on Open
Software Evolution [wei et al., 2025]

Q}—» E ——-"_ |_i —»compare(l_iﬁ,la)» GRPO —

Issue Code LM Reasoning Predicted Oracle I

patch  patch
L I M J _1
R

Wrong format

Update weights

* Does not involve any multi-turn optimization, only optimizing “reasoning”
required for generating patch file given problematic code and issue description.

e Surprisingly, the trained LLM not only improved code modification capability,
but also capable of navigating codebase (e.g., opening file, creating file) as an
agent.
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SWE-RL: Advancing LLM Reasoning via Reinforcement Learning on Open
Software Evolution [wei et al., 2025]

* Improved performance in SWE-Bench (best performance among <100B scale

model)
Model Scaffold SWE-bench Verified Reference
Model closed-source or size > 100B
GPT-40 SWE-agent 23.2 Yangetal. (2024b)
Claude-3.5-Sonnet SWE-agent 33.6 Yangetal. (2024b)
GPT-40 Agentless 38.8 Xiaetal.(2024)
ol-preview Agentless 41.3 OpenAl (2024b)
DeepSeek-V3' Agentless 42.0 DeepSeek-Al (2024)
Claude-3.5-Sonnet AutoCodeRover-v2.0 46.2 Zhangetal.(2024)
Claude-3.5-Sonnet Tools 49.0 Anthropic (2024b)
DeepSeek-R1’ Agentless 49.2 DeepSeek-Al (2025)
Claude-3.5-Sonnet Agentless 50.8 Xiaetal.(2024)
Claude-3.5-Sonnet OpenHands 53.0 Wangetal. (2024)
Model size <100B
SWE-Llama-13B RAG 1.2 Jimenez et al. (2023)
SWE-Llama-7B RAG 1.4 Jimenezetal. (2023)
Lingma-SWE-GPT-7B SWE-SynInfer 18.2 Maetal. (2024)
Lingma-SWE-GPT-72B SWE-Syninfer 28.8 Maetal.(2024)
SWE-Fixer-72B SWE-Fixer 30.2 Xieetal.(2025)
Llama3-Midtrain-8B (beta)?> Agentless Mini 31.0 AppendixC
SWE-Gym-32B OpenHands 32.0 Panetal.(2024)
Llama3-SWE-RL-70B Agentless Mini 41.0 This paper
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LLM Agent: Optimizing LLMs as agents

SWE-RL: Advancing LLM Reasoning via Reinforcement Learning on Open
Software Evolution [wei et al., 2025]

* Generalization to unseen tasks (code reasoning / math / MMLU etc..)

* As a baseline, utilized SFT, which simply trains LLMs with oracle data (without
reinforcement learning).

Category

Benchmark Llama-3.3-70B-Instruct Llama3-SWE-SFT-70B Llama3-SWE-RL-70B
Function coding

HumanEval+ 76.2 73.2 79.9
Library use

BigCodeBench-Hard (I) 28.4 25.7 28.4
BigCodeBench-Hard (C) 291 243 291
Code reasoning

CRUXEval-I 60.5 68.4 71.6
CRUXEval-O 61.9 75.1 75.5
Math

MATH (strict) 63.2 54.0 73.7
MATH (lenient) 70.9 71.7 73.7
General

MMLU 86.49 85.26 86.82
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